
December 2021 

George Musser 

Emergence: 
A Review of  Research on 
Condensed Matter and Quantum 
Gravity and Resonances Between 
These Fields 

 1



TABLE OF CONTENTS 

1.WHAT IS EMERGENCE?………………………………………………………………………..4 

I. INTRODUCTION…………………………………………………………………………..4 

	 II. IS EMERGENCE FUNDAMENTAL?..……………………………………………………7 

	 III. WEAK VS. STRONG EMERGENCE…………………………………………………….7 

2. EMERGENCE IN CONDENSED MATTER PHYSICS………………………………………8 

	 I. INTRODUCTION…………………………………………………………………………..8 

	 	 1. Just a Phase They’re Going Through—Landau’s Theory of  Phase Transitions……11 

	 	 2. Tipping the Scales………………………………………………………………..… 12 

	 II. SOFT MATTER……………………………………………………………………………12 

	 III. QUANTUM PHASES OF MATTER…………………………………………………… 13 

	 	 1. Quantum Physics…………………………………………………………………… 13 

	 	 2. Frozen Yet Mobile—Superconductors, Bose-Einstein Condensates, and Strange 	

	 	 Metals……………………………………………………………………………….… 14 

	 	 Box: Critical Symmetry………………………………………………………………..15 	

	 	 3. ‘Twistronics’—Graphene’s Magic Angle……………………………………………15 

	 IV. TOPOLOGICAL PHASES OF MATTER……………………………………………….16 

	 	 1. The Hall Effects……………………………………………………………………..17 

	 	 2. Topological Insulators and Topological Nanomaterials…………………………….20 

	 	 3. Entangled In More Ways Than One—Topological Quantum Computing……….. 20 

	 	 Box: Hunting for New Topological Materials—Can AI Help?………………………..21 

	 V. CONDENSED MATTER AND THE UNIFICATION OF PHYSICS —  

	 THE STRING-NET LIQUID MODEL……………………………………………………..22 

3. EMERGENCE OF SPACE………………………………………………………………………23 

	 I. INTRODUCTION — IS SPACETIME DOOMED?……………………………………..23 

	 	 1. Einstein’s Space…………………………………………………………………….. 24 

	 	 2. Hints That Space is Emergent………………………………………………………25 

	 	 	 (i) The Black-Hole Information Paradox………………………………………26 

	 	 	 (ii) Quantum Entanglement……………………………………………………27 

	 II. SPACE FROM ENTANGLEMENT………………………………………………………27 

	 	 1. The Universe as a Hologram — the AdS/CFT Duality……………………………27 

 2



2. Why Entanglement?…………………………………………………………………30 

3. Entanglement and Holography…………………………………………………….. 31 

4. How Entanglement Reproduces Space…………………………………………….. 32 

5. Space as Error Correction………………………………………………………….. 33 

Box: Modeling Emergence with Qubits……………………………………………..…34 

III. BLACK HOLES…………………………………………………………………………..35 

1. Down the Wormhole—Resolving the Black-Hole Information Paradox………….. 35	

2. Island Rule…………………………………………………………………………..36 

3. Testing Emergence in the Lab: Black Hole Scrambling…………………………….38 

IV. EXTENDING DUALITY…………………………………………………………………40 

1. Going Beyond AdS/CFT……………………………………………………………40 

2. Loop Quantum Gravity…………………………………………………………….. 41 

3. Causal Sets………………………………………………………………………….. 42 

4. Causal Dynamical Triangulations………………………………………………….. 42 

4. LATERAL THINKING — THE HOLOGRAPHIC PRINCIPLE IN CONDENSED

MATTER PHYSICS…………………………………………………………………………………43 

I. INTRODUCTION………………………………………………………………………….43

II. DUALING THEORIES……………………………………………………………………44 

1. Nuclear Plasmas and Holography………………………………………………….. 44 

2. Quantum Phases and Holography…………………………………………………. 45 

III. THE SYK MODEL — CREATING SPACETIME FROM PARTICLES………… ..… 46 

5. ACKNOWLEDGEMENTS………………………………………………………………………47

6. BIBLIOGRAPHY…………………………………………………………………………………48

 3



1. WHAT IS EMERGENCE? 

I. INTRODUCTION 

Some things are clearly complex, but it’s the things that look simple that you have to watch out for. We 
know better nowadays than to think of  the air in a room as empty space, but still it seems bland. Dust 
motes and aerosol particles float through it, and scents are carried on the breeze, but that is about the 
most complexity we ascribe to air. Even the most imaginative physicist can scarcely envision the 
countless little dramas playing out as molecules bounce and ram and swirl. There is more interaction in 
a thimbleful of  air than across the entire Internet, and more in one second than in all of  human 
history. 

The outward simplicity is not in contradiction with the inner complexity; to the contrary, one emerges 
from the other. It comes as no surprise that trillions of  atoms are complicated. What is much stranger is 
that the complexity gives way to simplicity. Stranger still, the higher-level simplicity can be studied on 
its own. To build the steam engines that powered the industrial revolution, engineers and physicists 
needed to understand only the collective properties of  molecules confined in a chamber, such as 
pressure, density, and temperature—there was, thankfully, no need to track all those molecules 
individually to know what they will do in bulk. 

Pressure, density, and temperature are examples of  emergent properties, which derive from all those 
molecules zipping about. For instance, when air is warm, molecules move faster on average than they 
do when air is cold. Yet it makes no sense to speak of  the temperature of  an individual molecule or to 
identify temperature with the speed of  just that molecule. Even in warm air, some molecules move 
quite slowly; it is only the overall distribution of  speeds—a collective property—that determines the 
temperature. Similarly, pressure and density follow their own logic that does not require you to know 
about the molecules. 

How complexity begets simplicity is one of  the great questions of  modern science. It often seems, even 
to the experts, like a magic trick: here are a bunch of  atoms and, hey presto, they do collectively what 
none could individually. The need to articulate principles of  organization is obvious in biology, since 
concepts such as Darwinian evolution and self-assembly are nowhere to be found in fundamental 
physics. But it also applies even within physics. The systems that physicists study typically involve 
processes occurring on multiple scales, and a single mathematical model doesn’t capture that (Green & 
Batterman, 2017). In shock waves, for example, wave propagation and viscous dissipation are both 
important, yet differ vastly in their scale (Saatsi & Reutlinger, 2018). That means they cannot be 
reduced to the microlevel dynamics. The shock requires a higher-level view. 

Gradually, physicists are pulling back the curtain on how the natural world orders itself. The past 
decade has seen a flowering of  work on emergence in numerous disciplines, and this review will cover 
advances in two major fields of  study: condensed-matter physics—the study of  the structure and 
behavior of  matter—and the search to understand the origins of  spacetime. Chapter 2 discusses the 
paradigmatic example of  emergence within physics: changes of  state. Even familiar changes of  state, 
such as liquids freezing into solids or boiling into gases, involve highly elaborate choreographies of  vast 
numbers of  molecules. Physicists now refer to solids, liquids, and gases as the three classical ‘phases of  
matter.’ But these phases do not begin to exhaust the capabilities even of  seemingly ordinary systems.  

Condensed-matter physicists have now discovered a wealth of  new, distinct and sometimes mysterious 
additional phases. Systems enter one of  these phases when their temperature changes or other external 
conditions are varied. In recent years, physicists and material scientists studying these materials have 
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catalogued a number of  bizarre properties that have never been observed before. Such properties are 
described as emergent because they could not have been predicted by looking at the arrangement of  
the matter’s constituent atoms alone. Physicists have also been homing in on the mechanisms behind 
some of  these exotic emergent properties. This is leading to new practical applications and a better 
understanding of  foundational physics. 

The second chapter will cover three broad categories of  phases that are generating huge interest 
among condensed-matter physicists: soft matter, quantum phases of  matter, and ‘topological’ phases. 
Soft matter comprises some familiar materials—from plastic to sand grains, liquid crystals to body 
tissue—that have only recently been found to share some strange characteristics. The macroscopic 
properties of  soft matter cannot be understood by looking at the microscopic arrangement of  their 
particles; rather you must look at order at an intermediate scale. Their complex behavior arises as a 
result of  self-assembly. Understanding these mechanisms is important for developing new organic 
electronics for computer displays and smartphones, as well as for cancer therapy and organ 
regeneration in medicine, among other applications. 

Quantum phases of  matter encompass a vast range of  materials from the superconductors that are now 
routinely used in hospital scanners to less widely-known materials produced in research labs, such as 
Bose-Einstein condensates and strange metals, which will no doubt find their own technological 
applications. Although superconductors were discovered over a century ago, physicists are still trying to 
solve the mystery of  how different types of  superconducting behaviors occur. To understand how the 
electrons in certain materials can flow without resistance, under specific conditions, they have turned to 
quantum physics. Developed a century ago to describe the very small—particles and atoms—quantum 
theory turns out to scale up to large systems as well, these new materials being the latest examples. 
Quantum physics describes how, at extremely low temperatures, particles will wiggle wildly as you try 
to confine them, eventually leading them to re-organize, creating new and useful emergent phenomena. 
Another hugely important quantum feature is entanglement—a special link that can connect and 
coordinate the motion and behavior of  particles across materials. Physicists and material scientists are 
just beginning to explore how these quantum properties can be exploited to create desirable electronic 
features in the novel wonder-material graphene—a particularly strong form of  carbon that can be 
easily manipulated to create better quality transistors, sensors, and electronic components. 

The final category of  materials discussed in Chapter 2 involves topological phases, which have risen in 
prominence over the last decade or so. Like quantum phases they can feature long-range ordering of  
particles across a material. In addition, particle motions can become coordinated in extremely complex 
ways. As a result, topological materials play host to bizarre and attractive electronic properties. For 
example, topological insulators conduct electricity on their edges, but serve as electrical insulators in 
their interior. Such materials could potentially be used to build revolutionary new electronic devices or 
construct robust error-resistant quantum computers—machines that should in theory dramatically 
outperform everyday classical computers at certain specific tasks.  

Topological materials are so new that physicists are discovering more candidate materials each day; the 
chapter also describes the role that artificial intelligence (AI) and machine learning can play in this 
hunt. Finally, Chapter 2 describes an ambitious new unifying framework that attempts to describe space 
itself  as a topological phase called a ‘string-net liquid.’ Such a model could explain how elementary 
particles, and even light and the electromagnetic force, emerge. 

This broad search for a theory of  everything—or, specifically, a framework that combines quantum 
theory, originally developed to describe atoms and subatomic particles, with gravity—is examined in 
more depth in Chapter 3. Emergence has become a central theme in this endeavor. At first, it seemed 
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like nothing could be much simpler than space. Almost by definition, it is sheer emptiness, merely a 
container for matter and energy. But, as described in Chapter 3, Albert Einstein realized that space is 
woven together with time to create a spacetime fabric that pervades the universe, and this is a dynamic 
entity. Since then, physicists have calculated that space has an enormous latent complexity, more than 
anything else known to science. It even makes air, with its trillions upon trillion of  molecules, seem 
pitifully austere. 

Over the past few decades there have been mounting hints that space itself  emerges from quantum 
processes. The first comes from a detailed theoretical analysis of  the nature of  black holes and the 
development, almost half  a century ago, of  their information paradox, which concerns the fate of  
objects swallowed by these cosmic monsters. This suggests that black holes are made from as yet 
unknown building blocks, which could serve as ‘atoms of  space’ in general. The second clue comes 
from quantum entanglement, which suggests that the odd linkage seen in labs between particles may 
operate outside of  space and time. Together, these ideas have led some physicists to posit that space 
emerges from entanglement among the atoms of  space. 

In particular, the third chapter focuses on the ‘holographic principle,’ which suggests that our three-
dimensional space may emerge from quantum interactions on a two-dimensional surface. In some 
versions of  the principle, quantum interactions do not occur in any space at all, bootstrapping the 
universe from scratch. This concept is closely tied to a conjecture from the 1990s—called the ‘Anti de 
Sitter/Conformal Field Theory,’ or AdS/CFT, duality—which says that the mathematics used to 
calculate the behavior of  black holes and other exotic objects in a hypothetical kind of  3-D space is 
equivalent to that used to describe quantum interactions between particles in a 2-D space. Since then, 
various physicists have devised mechanisms whereby space can be stitched together by quantum 
entanglement and wormholes—tunnels in space and time—and have described how gravity may also 
emerge from such a picture. Others have re-conceived the AdS/CFT relationship in analogy with a 
computer error-correcting code to both sharpen how space emerges and resolve the black-hole 
information paradox. Such ideas may also be tested, in some capacity, in table-top lab experiments. 

The AdS/CFT duality is popular, but is by no means the only attempt to explain the origins of  space. 
Chapter 3 also reviews some well-regarded alternative models, including ‘loop quantum gravity,’ in 
which gravity emerges from a set of  geometric relations; ‘causal set theory,’ in which spacetime is 
constructed from a series of  cause-and-effect relationships; and ‘causal dynamical triangulations,’ in 
which spacetime is assembled from a mélange of  all possible shapes. 

Finally, Chapter 4 describes how theoretical developments in understanding the emergence of  space 
have fed back into condensed matter, enabling scientists to pool their understanding and solve the 
problems of  one area by importing ideas from the other. The earliest examples that resonances between 
condensed matter and quantum gravity could have real practical results came from physicists applying 
the holographic principle to explain and predict the behavior of  nuclear plasmas produced in particle 
accelerators. In the early part of  the 21st century, they found inspiring results that AdS/CFT could be 
used to describe plasma viscosity. Others then successfully applied the framework to superconductivity 
and other effects seen in quantum phases. 

This interdisciplinary research program has culminated in the development of  the so-called ‘SYK 
model,’ which was first applied within condensed-matter physics to strange metals and was then turned 
towards analyzing the emergence of  space. The model has contributed to the resolution of  the black-
hole information paradox, and offers the possibility of  testing abstract theories of  the emergence of  
space, in the lab. 
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While physicists are at the heart of  research into emergence, philosophers of  science have been drawn 
in too—not just because emergence is important, but because it can be confusing. The word 
“emergence” is used in multiple ways, often causing scholars to talk past one another. Philosophers 
have brought some much-needed clarity. The remainder of  this introductory chapter covers some of  
the conceptual debates about what emergence really means. 

II. IS EMERGENCE FUNDAMENTAL?  

One question that fascinates philosophers of  science is whether emergence is an objective feature of  
the world or a product of  our own limitations as observers and theorizers. As Mark Bedau (2008) has 
put it, is “emergence just in the mind”? 

Those who argue that emergence is just a human construct note that the fundamental laws of  physics 
are all-encompassing; they describe the world in full generality. We invoke emergent laws, such as those 
of  biology, only when we confine attention to a slice of  the world or a particular sequence of  events. 
William Seager (2012, p. 183) argues that higher levels are relational: they express the relations among 
the basic building blocks, but, like any relation, do not exist per se: “They are rather like the clouds that 
appear in the shape of  animals.” Elanor Taylor (2014, 2015) argues that levels are “gerrymandered”—
arbitrary distinctions. To the extent they are real, they reflect the types of  explanations we have 
available to us. 

Put simply, these philosophers argue that emergence is about us. We speak of  it only when, for practical 
reasons or simply for convenience, we neglect microscopic details. But Seager also acknowledges a clear 
problem with this argument: us. Our own minds are emergent from unconscious atoms. If  emergence 
is about us, then it follows that there isn’t really any “us,” and we go round and round in a logical loop 
(Seager, 2012).  

Others, such as Bedau, Robert Batterman (2017) and Sara Green (2017), have broader arguments 
about the objective nature of  emergence. They argue that you really do need to move to the collective 
level—that some aspects of  the behavior of  a system are not present at the base level, even in a highly 
convoluted form. This leads directly to the question of  whether the emergence is described as weak or 
strong, as outlined below. 

III. WEAK VS. STRONG EMERGENCE 

The structure of  the world has a tension that is familiar to parents of  teenagers: dependence versus 
autonomy. When considering an emergent property, you can ask, is this feature wholly derived from 
and dependent on the interactions of  its constituent parts? Or is the whole greater than the sum of  its 
parts, with features that are an independent element of  reality?  

The weak variety of  emergence is fairly uncontroversial. It gives as much weight to dependence as 
autonomy. In principle, you could derive weakly emergent properties from the base layer. The examples 
of  pressure, density, and temperature are weakly emergent; we may not need to know the details of  all 
the molecules that give rise to these features, but the emergent properties are clearly a direct result of  
physics at the microscale. 

Strong emergence, by contrast, tilts the balance further from dependence to autonomy. It asserts that 
genuinely new properties arise at the collective level that cannot be derived from the fine details, period. 
While these higher-level features are compatible with fundamental physics, you could not predict they 
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would arise by looking at the constituent parts, nor can studying the base level teach you about how 
those emergent properties will unfold.  

A case study is chemistry. On the one hand, it seems like a clear example of  weak emergence. The 
subject is firmly rooted in physics; chemical properties and reactions boil down to electron orbitals and 
intermolecular interactions. Some physicists, in their more intemperate moments, deem chemistry 
merely a branch of  physics. On the other hand, Robin Hendry (2017) has suggested that chemistry is 
strongly emergent. The equations for atoms and molecules beyond hydrogen are impossible to solve, 
which is not just a mathematical failure, but a signal that the atoms or molecules have genuinely novel 
properties. Chemical properties are defined in terms of  their functions, not their microscopic 
composition; indeed their microscopic details could vary yet produce the same effects (Manafu, 2015). 

For some philosophers, strong emergence is tantamount to invoking the supernatural—a deviation from 
physics (Bedau, 2002). But others not only find it plausible, but see evidence of  it in physics (McLeish, 
2017). The next chapter will explore two possible sources of  it: quantum entanglement and topology. 

Back to Table of  Contents 

2. EMERGENCE IN CONDENSED MATTER PHYSICS 

I. INTRODUCTION 

A humble tray of  ice cubes puts human society to shame. It’s hard to get even two people to agree on 
anything, yet a million billion billion water molecules can suddenly and abruptly coordinate to lock 
themselves into an ice crystal. On a winter’s day, the steam from a whistling kettle condenses into 
droplets on a window—it seems humdrum, but imagine the countless molecules in the mist meeting 
and coagulating. Through their marvelous capacity for spontaneous organization, a few types of  atoms 
make up almost everything we see. The bulk of  life on Earth is made from six chemical elements. They 
do not merely combine into multitudinous chemical compounds, but assemble into a vast number of  
states of  matter. And as physicists venture to realms of  extreme cold or pressure, they find more and 
more states of  matter that are alien to human experience. Solid, liquid, gas: that’s just the start. This 
chapter will discuss some of  physicists’ more exotic and exciting discoveries. 

When materials freeze or boil, they are said to undergo a phase transition. In most of  the transitions we 
are familiar with, the density jumps, and there is a period when both phases co-exist—water sits in the 
tray with the ice; steam swirls above the roiling liquid. In the early 1800s, in the first indication of  the 
diversity of  phase transitions, physicists found they could compress a gas into liquid without any abrupt 
change or transient co-existence. Later that century, physicists discovered that a bar of  iron could 
undergo an analogous transformation from magnet to nonmagnet. In the 20th century, they noticed 
phases within phases: water ice can switch from one crystal structure to perhaps two dozen others. And 
they discovered superconductivity, later recognized to be a phase not of  the atoms but of  the electrons 
within a material. Superconductivity—in which electrons move through a material without resistance—
and the related phenomenon of  superfluidity—in which liquids flow without friction—were the first 
known phases to depend in an essential way on quantum physics, which describes the counterintuitive 
physical properties that matter can exhibit when conditions deviate from those of  everyday life. 

Like the materials they study, physicists themselves went through a change of  state in the 1960s. 
Recognizing that diverse forms of  matter obey common principles of  organization, researchers 
combined their disparate areas of  study into a single subject: condensed-matter physics. Closely allied 
with chemistry and material science, but also exchanging ideas with atomic and particle physics, 
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condensed matter is the largest subdiscipline of  physics, and its discoveries radiate into every field of  
science and technology. 

Today, there is an ever-growing set of  candidate phases of  matter. They fall into multiple broad 
categories, within each of  which there are hundreds of  variations depending on, for example, the 
symmetry of  the arrangement of  atoms in the matter (Wen, 2017; Song et al., 2020). This review will 
certainly not attempt to cover all those phases. Rather, in the remainder of  this introductory section, it 
shall describe physicists’ previous best understanding of  phase transitions. Then it shall focus on three 
broad types of  phases that in recent years have shown the most potential for furthering our 
foundational understanding of  physics or for practical applications, such as for producing nanodevices 
or for implementing quantum computing. The three broad phases are: soft matter—including polymers 
and organic LEDs—which will be described in section II; quantum phases of  matter—including 
superconductors, Bose-Einstein condensates, and strange metals—discussed in section III; and 
topological phases of  matter—including the quantum Hall effect and topological insulators—covered 
in section IV. Finally, section V will look at a promising attempt to use insights from condensed matter 
to unify physics. Called the “string-net-liquid” model, it proposes that space itself  takes the form of  a 
peculiar kind of  quantum fluid and that matter and light may be emergent from this liquid. 

Table 1 lists some of  the most prominent phases of  matter that have been identified. These are rough 
categories only and the distinctions among them can be blurry. Some solids have liquid-like behavior, 
and some liquids act like solids. Classical (that is, non-quantum), quantum, and topological phases also 
overlap. These complications keep the subject interesting. 

Table 1: Prominent Phases of Matter

Type Phase Description

Classical Solid Retains its shape and volume. Atoms and molecules 

interact strongly to hold themselves in place. Could 

be either crystalline or amorphous (glassy).

Liquid Retains its volume, but lacks shear strength and 

acquires the shape of its container. Atoms and 

molecules interact strongly, yet remain disordered.

Gas Expands to fill the available volume. Atoms and 

molecules interact weakly, if at all.

Plasma A gas of charged particles. Responds to electrical and 

magnetic as well as mechanical forces.

Soft Matter Gels and polymers have properties of both solid and 

liquid. Some also resemble the topological phases 

mentioned below.
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Magnetic Ferromagnet A permanent magnet. Particle ‘spins’ are ordered. 

(Spin is a measure of a particle’s internal magnetism.)

Paramagnet Can be temporarily magnetized by an external field. 

Particle spins are disordered.

Antiferromagnet Particle spins are ordered, but negate one another.

Quantum Metal Conducts electricity and heat, albeit with some 

resistance. Though solid from the outside, internally it 

is a gas of electrons. 

Mott Insulator Electrical insulator in which electrons collectively 

seize up, like a subatomic traffic jam.

Superconductor Conducts electricity without resistance. Usually but 

not always very cold. In the standard variety, 

electrons pair up and flow through the crystal as a 

liquid rather than as a gas.

Superfluid Very cold liquid that flows without friction.

Strange Metal Electrical resistance is directly proportional to 

temperature, indicating that electrons behave in a 

highly collective manner.

Topological Quantum Hall Effect 

(Integer and 

Fractional)

Voltage develops across the material in response to 

magnetic field. Electrical resistance increases in 

discrete steps (it is ‘quantized’). Electrons form 

complex choreographies.

Quantum Spin Liquid Highly entangled but disordered system with peculiar 

magnetic properties.

Topological Insulator An electrical insulator in its interior, but a conductor 

along its outer surface. Not as strongly entangled as 

other systems defined by their topology.

String-Net Liquid Hypothesized phase in which particle spins form 

extended structures.
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1. Just a Phase They’re Going Through—Landau’s Theory of  Phase Transitions 

Exotic phases of  matter display genuinely new emergent properties that could not have been predicted 
by looking at the arrangement of  their constituent atoms, alone. By tracking a material through a phase 
transition, theorists and experimentalists can see how atoms gain collectively what they lack 
individually. 

States of  matter arise from a competition between forces of  order and forces of  disorder. Those you see 
in a kitchen—ice cubes, running water, and puffs of  steam—are differentiated by temperature. At low 
temperature, order rules. Atoms or molecules settle into neat rows or other geometric patterns—a 
crystal—and their mutual electrical forces swiftly bring any deviants into line. As the temperature rises, 
thermal vibrations rattle this tidy arrangement and ultimately break it apart, whereupon the atoms 
might find some other arrangement or disperse altogether. 

As a first peek inside the black box of  phase transitions, physicists attempted to take into account these 
changes. They developed so-called ‘mean-field theory’—instead of  tracking each and every interaction 
among the particles, they considered an averaged interaction. In the 1930s, Lev Landau developed 
such a theory that applied to all phase transitions, be it liquid water turning to steam or iron becoming 
demagnetized.  Landau set aside the details and focused on the macroscopic properties that define a 1

phase, such as density (for a fluid) or magnetization (for a magnet)—these are called “order 
parameters.” He connected these order parameters to the concept of  symmetry. The hotter phase has 
the greater symmetry. Water molecules in steam dart every which way, but water molecules in a 
snowflake line up in certain directions—thus the crystal is less symmetrical (and more beautiful for it). 
In the hotter phase, the order parameter is zero, and as the material cools, the order parameter rises to 
a value that defines the asymmetry of  the new phase. 

Because it works for systems as diverse as steam and magnets, Landau’s theory captures an essential 
insight into phase transitions. They are collective phenomena. It is what the building blocks do, rather 
than what they are, that makes the difference. Systems made of  vastly different ingredients behave the 

Non-equilibrium Many-Body Localized 

State

A poorly understood phase that resists the usual 

tendency to become disordered. One version 

becomes a perfect electrical insulator at low 

temperatures.

Time Crystal System that cycles through configurations and keeps 

doing so even when disrupted.

 To dive into the history of  thinking about phase transitions, read Cyril Domb’s book The Critical Point (Domb, 1996), Leo Kadanoff ’s chapter in The 1

Oxford Handbook of  the Philosophy of  Physics (Kadanoff, 2013), and Steve Blundell’s chapter in The Routledge Handbook of  Emergence (Blundell, 2019).
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same, a principle known as universality.  2

2. Tipping the Scales

Normally physics is segregated by scale, and thank goodness, because it makes the universe 
comprehensible to us. A doctor can treat your headache without worrying about how particles interact 
or how the universe expands. But certain kinds of  phase transitions require coordination between the 
large and the small scales. 

To see how this plays out, consider magnetism. According to quantum physics, particles such as 
electrons carry an intrinsic magnetism, called “spin,” which can point in one of  two directions, up or 
down. In a bar magnet, all particle spins are initially aligned. But, as you warm up the bar magnet, the 
particles gradually all fall out of  alignment until the iron is no longer magnetized. Physicists describe 
this coordinated behavior in terms of  what they call the correlation length—the distance over which 
parts of  the material interact.  

Normally the correlation length is short. But the following sections will describe instances where it is 
surprisingly long, spanning entire chunks of  material and leading to novel emergent phenomena. 
These complex patterns stretch across what is, to a physicist, an enormous distance. You can’t see the 
patterns by cranking up the magnification on your microscope. An atom, in isolation, might or might 
not be part of  a broader configuration. If  anything, you need to pull back. This is especially true for the 
exotic phases described in sections III and IV—quantum and topological phases—which are produced 
in the lab under highly specialized conditions, often at frigid temperatures. But before turning to those, 
it is worth noting that many familiar everyday substances have also been found to share some bizarre 
features that emerge from this scale-mixing effect. These materials are classed as soft matter. 

II. SOFT MATTER

Household materials such as plastic, rubber, gels, foams, sand grains, liquid crystals, and even the tissue 
of  your body may at first glance appear to be quite unlike one another. Yet, surprisingly, they share 
some counterintuitive properties. A new field of  soft-matter research has coalesced in the past two 
decades as physicists have come to recognize that these disparate materials are governed by common 
principles. Studying the flow and thermal behavior of  soft matter is important for a wide variety of  new 
technological applications, notably organic electronics—such as the organic LEDs (OLEDs) that are 
now common in computer displays and smartphone screens (Liu et al., 2015)—and tissue engineering
—such as cancer therapy and organ regeneration (Gonzalez-Rodriguez et al., 2012). 

The macroscopic properties of  many materials can be understood in full by looking at their 
microstructure—at the crystalline arrangement of  their atoms and molecules, for example. This is not 
true for soft matter, however. One of  the characteristic features of  emergent phases is that their 
macroscopic behavior cannot be predicted directly by looking at the arrangements of  their atoms; 

 All the phases that will be described in detail in this review, different though they are, have one feature in common: they occur in equilibrium. The 2

systems are able to strike a balance between order and disorder. But it is worth mentioning before moving forward that even that requirement is now up in 

the air. Table 1 includes the broad category of  non-equilibrium phases—transitions that occur in an unsteady condition that should be inimical to the 

development of  new forms of  order. These will not be covered in depth in this review, but have been subject of  much recent investigation. One example is 

the many-body localized phase, which remains an electrical insulator even when it should conduct (Nandkishore & Huse, 2015; Alet & Laflorencie, 2018; 

Altman, 2018; Abanin et al., 2019). Another example is the “time crystal,” a phase defined not by the spatial arrangement of  atoms or molecules, but by 

temporal regularity. Chains of  ions of  particle spins can cycle through patterns in a stable and robust way, even though they are buffeted by external 

perturbations that, by rights, should alter their rhythm (Wilczek, 2012; Choi et al., 2017; Zhang et al., 2017; Sacha & Zakrzewski, 2018).
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rather you must zoom out to understand the origin of  their order. In the case of  soft matter, its 
macroscopic behavior emerges from the interactions among structures at an intermediate or 
‘mesoscopic’ scale. For instance, foam resists compression because the bubbles act as tiny springs (Cox, 
2013). The bubbles are much larger than the foam’s constituent atoms, but much smaller than the foam 
taken as a whole. 

Another defining feature of  soft matter is that its complex behavior arises spontaneously, as a result of  
self-assembly and organization. Take rubber as an example. When you stretch a rubber band, the force 
you feel is not due to a microscopic interaction such as molecular bonding, at least not directly. Rather, 
you are fighting the natural tendency of  the rubber to flop around. There are more ways for the 
polymer chains in the rubber to be floppy than to be straight. Physicists quantify this in terms of  
“entropy”—which counts the number of  different ways microstates in a system can be re-arranged (in 
this case, the different configurations of  the polymer chains) while still giving the same specific 
macrostate of  the system (the rubber band as a whole). A floppy rubber band has a higher entropy than 
a straight band. (Entropy can also be defined in other subtly different, but related ways, as shown in the 
next chapter.)  

Left to their own devices, polymer chains will wind up in one of  those more numerous states, appearing 
from the outside to be floppy, rather than in a less-likely arrangement in which the rubber band is 
perfectly straight. This is purely a statistical effect, one that arises from the relative probability of  being 
floppy or straight. An analogy is your messy desk. There is no “messiness force” that causes piles of  
paper to sprawl and used coffee cups to accumulate. Rather, tidiness is a special state of  affairs; there 
are many more ways to be messy, so almost anything you do will tend to make the desk messier. 

Soft materials are important both conceptually and practically. They are commonplace, they illustrate 
in a simple way the general principles of  emergence, and they are routinely used to make devices at 
room temperatures, where the effects of  quantum physics can be ignored.  The next two sections 3

describe advances that have been made by considering far weirder materials—with even stranger 
characteristics—that physicists and engineers hope to exploit for a range of  new technologies. 

III. QUANTUM PHASES OF MATTER 

Nearly everyone, at some point, will trust their life to a quantum phase of  matter. MRI scanners in 
hospitals depend on superconducting magnets. So do particle accelerators, wind turbines, and maglev 
trains. Physicists are still grappling with understanding the mechanisms behind superconductivity in its 
many guises. At the same time, they are discovering other new quantum phases that can be produced in 
materials such as graphene—first isolated in 2004 (Novoselov, 2004)—which may offer even greater 
benefits.   

1.Quantum Physics 

Under everyday conditions, we see but a few of  the ways that atoms and particles can arrange 
themselves, because the more sophisticated arrangements needed for exotic phases to arise are spoiled 
by the random thermal vibrations that buffet atoms. Only when physicists dial down the temperature, 
reducing these thermal jiggles, do they see the full flowering of  self-order, as the distinctive features of  
quantum physics make themselves felt. 

 Tom McLeish has a good introduction to soft matter in the Routledge Handbook (McLeish, 2019).3
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One of  those features is uncertainty. The more you zoom into the microscopic realm, the fuzzier it gets. 
You can’t predict with confidence where you will find a particle, because until it is measured the 
particle exists in a range of  positions. When probed, it could materialize anywhere in that range, with 
the outcome decided randomly. Likewise, the particle does not have a perfectly defined momentum 
until it is observed; it spans a range of  values and, if  forced to settle into one of  those values, does so at 
random. To add to the fuzziness, the particle’s position and momentum are yoked together. If  the 
particle is confined to a sufficiently narrow range of  positions, the range of  its momentum widens. You 
thus cannot know with perfect accuracy both where the particle is and where it is going. This tradeoff  
was captured by Werner Heisenberg in his famous “uncertainty principle.” Other aspects of  particles 
such as their energy and, in some cases, their very existence are also subject to uncertainty. 

Another distinctive feature of  quantum physics is known as entanglement, which harmonizes the 
properties of  multiple particles across huge distances, in a way that has no analogue in ordinary 
physics. Chapter 3 will explain entanglement in greater depth. Although quantum effects are most 
distinctive at the microscopic level, they exist at every scale, and in quantum phases of  matter they can 
control the characteristics of  a large slab of  material.  

As noted above, states of  matter reflect a tug-of-war between order and disorder, and new tendencies 
pulling in either direction manifest themselves in the quantum realm. Because of  Heisenberg’s 
uncertainty principle, atoms and particles are inherently unable to hold still; the more tightly they are 
confined in position, the more they will wriggle. When the temperature of  a material is reduced, they 
tend to stay put. But as particles are now more confined, their quantum jiggling actually becomes all 
the more intense, and the system must strike some new balance. It can be driven to reorganize en 
masse, creating new phases of  matter. 

2. Frozen Yet Mobile—Superconductors, Bose-Einstein Condensates, and Strange 
Metals 

Superconductivity was discovered experimentally by Heike Kamerlingh Onnes as far back as 1911, 
when he was investigating the electrical conductivity of  mercury at cryogenic temperatures, although at 
the time its mechanism was not fully understood (and arguably still isn’t). Metals conduct electricity as 
electrons flow through them; however, typically, these electrons meet with resistance. That can change 
if  temperatures are low enough. Electrons usually repel each other, due to their negative charges, but 
under frigid conditions—and with the aid of  the crystalline lattice in which they are embedded—
electrons can overcome this native aversion to clumping and pair up. Physicists now understand that 
vast numbers settle into the same energy state like an army of  clones, forming a phase known as a 
‘Bose-Einstein condensate.’ The electron pairs are able to flow freely in this state, giving rise to what 
today is termed, ‘low-temperature superconductivity.’  

High-temperature superconductors—which operate at temperatures above –200º Celsius—were 
discovered experimentally in the 1980s (Bednorz & Müller, 1986). These involve a different mechanism 
from their colder cousins, and trying to figure them out has led physicists to numerous other findings, 
including the discovery of  so-called strange metals—materials whose resistance has an unexpected 
relationship to temperature (Keimer et al., 2015). When normal un-strange metals are examined at 
extremely low temperatures, their electrical resistance increases with the value of  their temperature 
squared and eventually plateaus. By contrast, the resistance of  strange metals is directly proportional to 
temperature (Bruin et al., 2013) under these conditions and also to the external magnetic field (Hayes et 
al., 2016; Giraldo-Gallo et al., 2018). This behavior, as well as other measurements, indicate that 
strange metals cannot be thought of  as an assemblage of  particles or even of  clumps of  particles. The 
electrons must organize themselves into more complicated structures (Kaminski et al., 2003). (Chapter 
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4 will describe how the theory of  strange metals has been improved by borrowing mathematical 
elements originally developed by considering quantum gravity and black holes.)   

New simulations show that strange metals are an example of  a counterintuitive quantum phase of  
matter known as ‘spin liquids’ (Cha et al., 2020). In an ordinary magnet, particle spins are aligned and 
act in lockstep, like soldiers standing in precise ranks before a parade stand. In a spin liquid, particles 
are disordered, like hippies at Woodstock. And yet they still remain highly correlated, due to a kind of  
long-range quantum entanglement, enabling their behavior to remain linked despite their confused 
arrangement (Savary & Balents, 2017; Broholm et al., 2020).  4

3. ‘Twistronics’—Graphene’s Magic Angle 

Physicists can drive a material through a phase transition by squeezing it, bringing a magnet close by, or 
sprinkling in new chemical ingredients. For instance, one type of  insulator, known as a Mott insulator, 
can be turned into a conductor either through a conventional thermal transition (effected by lowering 
the temperature) or through a quantum transition (by increasing the pressure or altering the chemical 
composition) (Guguchia et al., 2019). An insulator can also morph into a superconductor using an 
electric or magnetic field, (Fisher, 1990) or in some cases into high-temperature superconductors by 

 Subir Sachdev has written a good overview of  quantum phases, a subject he helped to pioneer (Sachdev, 2012b).4
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Critical Symmetry

At so-called critical points, a material is poised between phases, and a system of particles is at its most 
delightfully complex. In quantum phase transitions, when you can adjust multiple factors—such as 
temperature and magnetic field—simultaneously, the critical “point” enlarges into an entire region. Among 
their many surprising properties, quantum-critical materials can be symmetrical in a way that its underlying 
system isn’t.

 
In 2010, Radu Coldea and his 
colleagues cranked up a magnetic field 
to force a magnetic material, cobalt 
niobate, to undergo a phase transition. 
Just as the material was passing 
through the quantum critical point, 
electrons in the system formed clumps 
with energies of very specific values, 
matching the most complex symmetry 
pattern known to mathematics, E8 
(Figure 1) (Coldea et al., 2010). 
Symmetries related to patterns in 
gravitational and particle physics also 
can emerge (Zaanen & Beekman, 
2012).

Figure 1: E8 is a complex 248-dimensional 
symmetry discovered in the late 1800s. The 
structure appears in calculations and patterns 
seen in many theories of physics. (Image credit: 
Jgmoxness shared under the creative commons 
license CC BY-SA 3.0.)



tweaking their chemical composition ever so slightly (Battisti et al., 
2016). And a superfluid can transform into an insulator (Orzel et al., 
2001; Greiner et al., 2002).  5

One tantalizing advance involves the much-studied graphene’s ability 
to transition from a Mott insulator to a superconductor, simply by 
twisting it. Graphene is made from a single layer of  carbon atoms 
linked in a hexagonal honeycomb pattern (Figure 2). It excites 
engineers because it is exceptionally strong, conducts heat and 
electricity better than most metals, and can easily be chemically 
altered to produce transistors, sensors, and other components.  

In 2018, in one of  the many surprises this field is capable of, Pablo 
Jarillo-Herrero and his team stacked two sheets of  graphene with their 
grids offset by a “magic angle” of  precisely 1.1 degrees. Just by making this slight twist, the graphene 
layers became superconducting (Figure 3) (Cao et al., 
2018b; Cao et al., 2018a). When you stack the two 
hexagonal sheets on top of  each other, larger 
hexagonal patterns begin to form, and these hexagons 
become the individual units, rather than the small 
hexagons traced out by the carbon atoms. The 
stacking thus lets electrons in each sheet become 
correlated and release one another to flow freely 
(Balents et al., 2020). 

An electric field or mechanical pressure can force this 
sandwich, known as twisted bilayer graphene, to 
change from a superconductor to a Mott insulator 
(Yankowitz et al., 2019). The discovery has caused a 
flurry of  activity, since graphene is easy to produce 
and this behavior is easy to control in the lab. A new 
field—dubbed “twistronics”—studies electronic behavior in twisted graphene and other materials, and 
a theory, based on geometric concepts, is beginning to emerge (Hu et al., 2019; Julku et al., 2020).  

IV. TOPOLOGICAL PHASES OF MATTER

The huge variety of  phases of  matter has been compared to a multitude of  dance styles. As Xiao-Gang 
Wen (2013) puts it: Ordinary phases of  matter are solo dances. A magnet is like the electric slide or 
Macarena: particles are all doing the same thing, but they’re doing it individually. And a 
superconductor is like tango or salsa: particles dance in couples, but each couple is on its own.  

In the late 1980s, Wen realized that several newly discovered phenomena qualified as yet another kind 
of  phase of  matter: topological order (Wen, 1989). He is the co-author of  a recent textbook on it (Zeng 
et al., 2019). Topological order is one of  the most significant developments of  recent decades. One 
example is the spin liquid—the frustrated magnets mentioned briefly above—which has a long-range 
order due to entanglement, despite its individual spins lacking any alignment. Another is the quantum 
Hall effect, in which new fractionally-charged ‘quasi-particles’ can emerge. Topological concepts also 
define so-called topological insulators, which are materials that conduct electricity on their surface, 

 Matthias Vojta has a good, if  dated, review of  quantum phase transitions (Vojta, 2003).5
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Figure 2: Graphene is an atomic-scale 
hexagonal lattice made of carbon 
atoms. (Image credit: AlexanderAlUS, 
shared under the creative commons 
license CC BY-SA 3.0.)

Figure 3: In this illustration, two sheets of graphene are 
stacked together at a slightly offset “magic” angle. This twist 
can convert graphene into a superconductor. (Image credit: 
José-Luis Olivares, MIT.)



while remaining electrically insulating in their interiors (Qi & Zhang, 2011). Topological materials are 
such a new find that their technological applications are still unclear. They offer the promise of  more 
efficient devices based on “spintronics” (spin-electronics), which, as their name suggests, would exploit 
the spin of  electrons to create more efficient data storage and processing, and ways of  quantum 
computing that lose less energy or are less prone to errors. 

Topological phases eluded physicists for so long—and still elude simple explanation—because they are 
tricky to visualize. The topology in these cases is not to do with the physical shape of  the system or the 
arrangement of  its particles—patterns in space you could imagine viewing with a strong enough 
microscope. Rather, the topology involves the geometry of  the system’s dynamics, creating patterns in 
an abstract space that coordinate how the particles are able to move over time. These patterns vary in 
complexity depending on how much the particles interact with one another. This brings us back to 
dancing. In Wen’s words, topological phases are crowd dances like square dancing or Cuban rueda, in 
which a caller coordinates the particles’ actions to produce some grand pattern across the floor. In the 
quantum Hall effect, described more fully below, particles do-si-do around one another to the caller’s 
instructions. Spin liquids are the most sophisticated choreographies of  all. Particles form conga lines 
that weave in and out of  one another, and these lines, rather than the dancers, are the building blocks 
of  the larger pattern.  

Such phases, with their complex coordinated dynamics, arise from the global structuring of  a system 
(Wen, 2019). You might not even notice them if  you look at a substance piecemeal. In topological 
insulators, a material can be electrically insulating in its bulk, yet if  you step back and look at the 
material’s outer surface, it is conducting electricity (Hasan & Kane, 2010). Similarly, in topological 
superconductors, the bulk of  the material is an insulator, yet the edge conducts electricity and heat 
without resistance (Beenakker & Kouwenhoven, 2016; Sato & Ando, 2017; Frolov et al., 2020). Further 
enriching the dynamics, a system can have phases of  both the traditional kind that Landau identified, 
as described in section I.1, and the topological kind (González-Cuadra et al., 2019).  

1.The Hall Effects 

In the 1980s, physicists discovered a pivotal case study of  emergence: the integer and fractional 
quantum Hall effects. Like Bose-Einstein condensates, described in section III.2, they demonstrate that 
entire blocks of  material can dance to the quantum drumbeat. They are intriguing because the 
electrical resistance of  the material jumps in steps, rather than changing continuously, in the presence 
of  magnetic fields. What is particularly tantalizing to physicists hoping to build new devices is that 
temperature fluctuations or impurities that might usually affect this resistance have no effect. 

The Hall effect comes in three progressively more sophisticated versions (Figure 4). The classical 
version—which does not involve quantum physics—was discovered in the late 19th century by Edwin 
H. Hall. Let’s say you have a long, thin and flat slab of  an electrically conducting material, with a 
current flowing along its length (Figure 4a). If  you hold a magnet near the conductor, the magnetic 
field bends the current toward the side of  the conductor. Negative electric charges build up along one 
long edge, leaving the opposite edge with a net positive charge, until the accumulating charges 
counteract the magnet’s influence. These charges create a transverse voltage difference across the width 
of  the slab (Figure 4b). This measurable transverse voltage is called the Hall effect.  

This behavior creates a variation on electricians’ Ohm’s law, the relation between current, voltage, and 
electrical resistance. The resistance along the path of  the current is very low, perhaps even zero, but a 
considerable resistance can build up in the transverse direction, and this resistance increases with the 
magnetic field (Figure 4c). Smartphones carry a magnetic sensor that exploits this effect to detect the 
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Figure 4: Hall Effects. (Image created by Elfy Chiang.)



phone’s orientation. 

Now, if  you cool the conductor to the temperature of  liquid helium (just around 4º Celsius above 
absolute zero), the integer quantum version of  the Hall effect awakens. Then the resistance does not 
increase steadily with the magnetic field, but walks up a staircase (Klitzing et al., 1980; Thouless et al., 
1982). This is because the magnetic field deflects the electrons so strongly that they travel in closed 
loops (Figure 4d). Quantum effects limit this circular motion to regularly spaced frequencies, which 
restricts the energy that the electrons can have and, together with other effects, creates discrete steps in 
the material’s traverse electrical resistance. Because the electrical resistance no longer increases 
smoothly with magnetic field, but grows in jumps, it is said to be ‘quantized.’  

Physicists are relatively used to seeing quantized behavior in the microrealm. (Quantum physics earned 
its name because it describes, among other things, how the energy states of  atoms can only take 
discrete values.) What is so surprising in the quantum Hall effect is that physicists are observing 
quantization in a macroscopic property, resistance. This is remarkable because electrical resistance is 
ordinarily a very messy phenomenon. Billions of  flowing electrons have a complicated herd behavior 
that varies with temperature, magnetic field, and chemical impurities. Yet all those complications go 
away in the quantum Hall effect. The resistance is extremely precise and reproducible. That is a sign 
that the effect is ultimately due to a genuinely new effect, topology, which, by definition, does not 
depend on precise geometric details. Early experiments used gold leaf  as the wire, while later ones used 
transistors of  silicon or gallium arsenide. Even more recently, physicists have seen the effect in graphene 
(Novoselov et al., 2007; Bolotin et al., 2009). 

As you crank up the magnetic field, additional quantized levels occur, as if  the stairs were shrinking to 
midget size (Figure 4e) (Tsui et al., 1982). Before, the electrons behaved almost independently. But now, 
in this new phase of  matter, they interact with one another and clump together in an extremely 
peculiar fashion. The system behaves as though it is made up not of  electrons, but of  new quasi-
particles—composite structures with a fraction of  the electron’s charge and a value of  spin that no 
electron or indeed any other elementary particle carries (Laughlin, 1983; Wen & Niu, 1990). This is the 
fractional quantum Hall effect. It is genuinely bizarre given that electrons are themselves indivisible 
particles, yet the quasi-particles that emerge can have charges of  a third or a fifth of  an electron.  6

There is an added point of  irony here. Experimentally, the quantum Hall staircase is not only immune 
to messiness, but demands it. It will only appear in a disordered or dirty sample. As the sample becomes 
purer, physicists measure more and more stairs at intermediate fractions. But in the limit, a line with an 
infinite number of  tiny steps reduces to a straight line, which is precisely the classical result for Hall 
conductivity.  7

Multiple Nobel prizes were awarded for the experimental discovery and theoretical explanation of  the 
quantum Hall effects. They laid the foundation for all future discoveries of  topological order. Until the 
mid-2000s, the effects had been induced by physicists using extremely strong magnetic fields. But 
physicists were about to discover that some materials could create their own complex electron 
dynamics, thanks to the magnetic interactions between their electrons and atomic nuclei. Electrons are 
able to flow almost without resistance on the surface of  these materials, which are called topological 
insulators, because their interiors are electrical insulators. 

 Brian Swingle and John McGreevy describe the fractional quantum Hall effect as one member of  a broader class of  systems they call topological 6

quantum liquids (Swingle & McGreevy, 2016).

 David Tong has a book-length review on the Hall effect in its many guises (Tong, 2016).7

 19



2. Topological Insulators and Topological Nanomaterials

Charles Kane and Gene Mele (2005) predicted topological insulators as a byproduct of  looking for the 
quantum Hall effect in graphene. Within three years experimentalists had synthesized them in the lab 
(Konig et al., 2007; Hsieh et al., 2008). As mentioned, these behave as insulators on the inside, while 
conducting electricity along their surface. 

The difference between the interior and surface was already evident in the quantum Hall effects 
(Moore, 2010; Maciejko et al., 2011; Qi & Zhang, 2011; Wang & Zhang, 2017). Under the influence of  
the magnetic field, electrons can be thought of  as moving in little circles in the bulk. However, at the 
material’s edge, electrons do not have the space to complete full circles; instead they hop along in semi-
circular jumps. Consequently, a current can develop along the length of  the material at its edge, but not 
in its interior. By symmetry, the current flows in opposite ways along the two sides of  the material. 
Because the two directions of  current are neatly separated, like lanes on a motorway, electrons do not 
get in one another’s way and can flow without resistance. This behavior is topological in the sense that 
it depends only on the most basic geometric property of  the material: that it has two sides. The precise 
shape of  those sides is unimportant. 

Things get even more interesting when a material is engineered so that each electron’s spin is coupled 
to its motion. Then the currents along the two sides differ not just in motion, but in spin; spin-‘up’ 
electrons move in one sense, while spin-‘down’ electrons move in the opposite sense (Figure 4f). This so-
called ‘quantum spin Hall effect’ needs no imposed magnetic field and is even more robust than before 
(mathematically, it corresponds to a higher-order topology). Although the effect is restricted to a slab of  
material so thin that it is effectively two-dimensional, physicists soon found other insulators that are 
fully three-dimensional, forming the new class of  materials known as topological insulators. 

The sensitivity to spin suggests that these insulators might allow electronics based on electrons’ spin 
rather than their electric charge (He et al., 2019; Tokura et al., 2019). It takes less energy to rotate a 
spin and thus control a spin current than it does to manipulate an electronic charge, making them ideal 
for creating faster and more energy-efficient electronic devices. Topology, as described above for the 
quantum Hall effect, also makes the system more resilient to data corruption because interactions with 
the environment, such as the exchange of  heat, have little to no disruptive effects. 

For realistic applications in devices, however, physicists must be able to control and detect topological 
states in materials by engineering them at the atomic level. Some groups are keenly investigating 
nanomaterials—structures, just tens to hundreds of  nanometers across, that form by condensing out of  
vapor like dewdrops on blades of  grass. Superconducting topological nanowires, for instance, are good 
candidates for robust quantum computing. The question remains, though, how stable the topological 
patterns are (McGinley & Cooper, 2020).  8

3. Entangled In More Ways Than One—Topological Quantum Computing

Classical physics is based on the same principle as Legos. Big things are built out of  many small pieces 
and derive their properties from them. But physicists now recognize two ways that a whole can be more 
than the sum of  its parts (Teller, 1986; Humphreys, 1997; Silberstein & McGeever, 1999). First, the 
system can have topological properties. These are, by definition, global. They transcend their parts. 
Indeed, as described above, a new fundamental unit can arise from the composite behavior of  the 
actual physical units, the electrons. Second, quantum entanglement creates a holistic linkage among 

 Pengzi Liu, James R. Williams and Judy J. Cha have a comprehensive review of  possible materials and measuring challenges (Liu et al., 2019).8
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particles which similarly defies the Lego 
principle. Entanglement is invisible if  you 
study parts of  a system in isolation from one 
another; you can recognize its presence only 
when you consider those parts jointly and 
notice unusual correlations between them. 

Topology and entanglement act as the 
choreographers of  the elaborate dances seen 
in the new states of  matter. Entangled links 
span large distances within the material, which 
is how individual particles can be sensitive to 
their collective state (Kitaev & Preskill, 2006; 
Chen et al., 2010; Lancaster & Pexton, 2015; 
Wen, 2019). It is this global sensitivity that has 
led some physicists to posit that topological 
phases could serve as qubits—or quantum 
binary digits—for future quantum computers 
(Nayak et al., 2008). One practical obstacle to 
building quantum computers has been that 
their elementary units, or qubits, tend to be 
delicate creatures, easily disrupted by noise 
from heat in their surroundings or even just 
from a physical knock to the apparatus. This 
can lead to corruption of  data, if  not crash the 
whole system. 

Topological phases offer a way out. There is 
increasing evidence that quasiparticles in the 
fractional quantum Hall effect fall into a 
hypothesized class of  particle called “anyons,” 
which retain a partial memory of  where they 
have been, as if  they were trailing string 
behind them. When multiple anyons are 
moved across a material’s surface, their paths 
interweave to form a braid. The proposal is 
that data can be encoded in the braid rather 
than in a single anyon. This makes the system 
more robust to noise. If  any single anyon is 
disrupted, it does not matter, because 
information is topologically encoded in the 
braiding traced across the entire material, 
which remains intact.  

Experimentalists have been able to create such 
particles and build a case that they have the 
requisite properties (Camino et al., 2005; Willett et al., 2013; Willett et al., 2019). In 2020, James 
Nakamura and Michael Manfra reported the strongest evidence yet that fractional quantum Hall states 
display anyonic behavior—fractional statistics and the memory effect—in a flat, effectively two-
dimensional material made of  gallium arsenide, with multiple layers to shield the system from noise 
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Hunting for New Topological Materials—Can AI 
Help?

By 2019 physicists had found hundreds of topological 
materials and studied around a dozen in detail. Since 
then the pace of discovery has quickened. When one 
team of researchers scanned their databases to see if 
any known materials might harbour topological states 
that had been overlooked, they found almost a quarter of 
the materials were potentially topological—stacking up to 
thousands, in total (Zhang et al., 2019). The roster of 
candidates grows almost by the month (Choudhary et al., 
2020). But how do you set about searching for 
topological states, when physicists do not know all the 
myriad forms they may take? 
 
Enter machine learning. Having revolutionized image 
classification and language translation, machine learning 
is now doing the same for condensed-matter physics. In 
2017, Giuseppe Carleo and Matthias Troyer analyzed 
the behavior of theoretical one- and two-dimensional 
grids of electrons using a neural network (Carleo & 
Troyer, 2017). They designed their neural network to 
take a configuration of electron spins as its input and 
create various combinations of those spins to capture the 
correlations they could have, in principle. Of the 
astronomically many correlations that might have been 
meaningful, the network identifies the most important, 
revealing the essential physics within the system. 

The network can then be tuned to match experimental 
data. Whereas conventional techniques—known as 
‘quantum state tomography’—can need a million data 
points to reconstruct the workings of even a modest 
system, Carleo and Troyer’s method might get by with 
just 100. The network can also be trained to recognize 
phases of matter (van Nieuwenburg et al., 2017). What is 
remarkable is that it can make sense of configurations 
that it was never trained on. It evidently picks up on 
genuine patterns that characterize phases—patterns that 
might not be evident to a human eye. This is especially 
true for topological, non-equilibrium, and glassy phases, 
which have subtle long-range correlations that are hard 
to classify by traditional methods (Carrasquilla & Melko, 
2017; Venderley et al., 2018; Bapst et al., 2020).

Researchers are now seeking to combine neural 
networks with quantum computers, creating the world’s 
ultimate classification systems (Biamonte et al., 2017).



(Nakamura et al., 2020). The system is still not sophisticated enough to support topological quantum 
computing, however. Other teams, meanwhile, have sought candidate particles in other systems such as 
conventional superconductors (Mourik et al., 2012; Nadj-Perge et al., 2014).  

It should be noted that the field of  topological quantum computing is immature compared to other 
modes of  quantum computing that are being investigated. Using conventional superconductor 
technology, Google, IBM, and other companies have built computers with dozens of  qubits, although 
they remain error-prone. While it is something of  a minority pursuit, topological quantum computing’s 
promise of  robustness to errors means that it remains an interesting endeavor. 

V. CONDENSED MATTER AND THE UNIFICATION OF PHYSICS —  
THE STRING-NET LIQUID MODEL 

Topological phases of  matter show us that clumps of  physical particles can behave like particles in their 
own right, with fractional charges, seemingly impossible spin values, and strangely choreographed 
motions. That suggests a radical thought. Might the particles we now take to be elementary actually be 
emergent from complex quantum and topological effects? (Levin & Wen, 2005). Physicists already 
know that many of  the particles they used to take as fundamental, such as the protons and neutrons 
that make up atomic nuclei, are clumps of  finer particles called quarks. But might those quarks, too, be 
emergent? If  so, particle physics might be a type of  condensed matter, and an entire level of  reality 
might await our discovery (Zhang, 2002; Bain, 2008; Hamma & Markopoulou, 2011). 

Wen has been actively pursuing this idea since at least 2002 (Wen, 2002). His model describes space as 
a topological phase called a ‘string-net liquid’ and posits how both elementary particles and light may 
emerge (Wen, 2018; Wen, 2019). (This should not be confused with ‘string theory,’ which is discussed in 
the next chapter.) On this account, space is a system of  spinning particles arrayed in a lattice on which 
structures such as loops and chains form. These particles are some new building blocks distinct from 
electrons, quarks, and the like. Their loops and chains are quantum-entangled and therefore represent 
a long-range structuring of  the particles. In fact, the individual particles become irrelevant; all the 
interesting dynamics occur at the level of  these emergent structures. 

The strings move around and fluctuate in density, as if  they made up a liquid—but no ordinary liquid. 
Because the strings are linear structures with an orientation in space, their fluctuations have a 
directionality, like the orientation of  an electric or magnetic field. When waves ripple through the 
liquid, the string density varies at right angles to the direction of  wave motion. To physicists, this is 
immediately reminiscent of  electromagnetic waves, such as light, which propagate as oscillating electric 
and magnetic fields, at right angles to one another. Wen and his co-authors assert that not only is this 
behavior “like” electromagnetism, it is the origin of  electromagnetism.  

When fluctuations are muted, only a few, small closed loops form; as they become more intense, longer 
structures proliferate. The closed loops give rise to particles of  light, or ‘photons,’ while the ends of  
open chains correspond to electrons (Levin & Wen, 2005). Although disturbances in the grid travel 
arbitrarily fast, the fastest are suppressed, leading to a limit on signal propagation. This fits with the 
observation that the speed of  light is a constant, which cannot be surpassed by anything. In this 
formulation—unlike in standard physics—the speed of  light is not simply a fundamental and arbitrary 
constant, but an emergent property. Wen and his co-authors have extended the string-net-liquid model 
to describe the emergence of  other elementary particles, such as quarks (Wen, 2003) and gravitons (Gu 
& Wen, 2006; Gu & Wen, 2012). 
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Whether or not the string-net-liquid model is a true description of  how particles and light emerge in 
nature has yet to be determined. Chapter 4 further discusses the cross-fertilization between ideas 
developed in condensed-matter contexts and those proposed to better understand the origin of  
spacetime—and the insights that experiments may offer in cementing this increasingly fruitful 
relationship. 

The string-net-liquid model also exemplifies a widespread hunch among theoretical physicists that 
quantum entanglement underlies not just particle physics, but spacetime itself. This is the focus of  the 
next chapter. 

Back to Table of  Contents 

3. EMERGENCE OF SPACE

I. INTRODUCTION — IS SPACETIME DOOMED?

Physicists in the 20th century were able to describe most of  the forces of  nature in terms of  quantum 
theories of  particles and their interactions. Electrically-charged particles such as electrons tug or repel 
one another by exchanging photons (particles of  light), while atomic nuclei are held together by the 
aptly named gluons. These theories proved so successful that one school of  physicists naturally sought 
to repeat the trick and derive a theory of  ‘quantum gravity.’ We can call them “lumpers”: They 
conceived of  gravity as similar to, if  more complicated than, the other forces of  nature and sought a 
quantum description in which gravity is mediated by the hypothesized ‘graviton’ particle. Other 
physicists could be termed “splitters”: They thought gravity is special and pursued alternative 
approaches to the particulate picture. 

As outlined in this chapter, the 21st-century view 
of  gravity is a compromise between these two 
views. It now seems the lumpers were right that 
the study of  gravity needs to be integrated with 
the study of  matter, and the splitters were right 
that gravity is a creature unto itself. Gravity may 
not appear on the fundamental menu of  nature, 
but arise at a higher level. 

This shift is transforming humanity’s conception 
of  space and time. The core insight of  Albert 
Einstein’s general theory of  relativity—described 
in more detail in the next section—is that gravity is not a force that propagates through space and time, 
but a feature of space and time themselves (Figure 5). Earth orbits the sun because the sun warps the 
space and time around it, guiding our planet’s path into a near-circle. Einstein’s space and time, then, 
are not the fixed, preexisting backdrop that Isaac Newton took them to be and that physicists had 
conventionally assumed since the founding of their discipline. As John Wheeler succinctly described it: 
“Space tells matter how to move. Matter tells space how to curve.” (Misner et al., 1973, p. 5) 

Adopting an idea that goes back to Newton’s contemporary and rival, Gottfried Leibniz, many theorists 
now conjecture that space emerges when building blocks of some sort assemble themselves into a 
structure with a certain order or patterning. Time, too, may emerge, but that poses 
special complications, and we have devoted a separate review to the nature of time (JTF’s Time 
review). This chapter will focus on space, which, as we will see, is puzzling enough. 
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Figure 5: Massive objects like planets curve spacetime, as shown 
in this artist’s illustration of Einstein’s conception. (Image credit: 
Science@NASA.)



Disagreement between splitters and lumpers, as well as among the various approaches each group has 
pursued, now centers on what these building blocks are and precisely how they assemble. These 
approaches differ on whether the underlying physics is a straightforward variant on what we see or 
something alien. The “atoms” of  space might not be spatial, for instance; they might not exist within 
space or have size. Looking at them, you might never suspect they could give rise to space. 

Making sense of  these ideas demands new theoretical tools. The most powerful of  these has been 
“holography,” a concept that originated in the study of  black holes (’t Hooft, 1994) and has since been 
applied to the emergence of  space and gravity more generally (Bousso, 2002). The bulk of  this chapter 
will concern the development of  the program in the 2000s, which suggests that in some sense our 3-D 
universe is a projection from a 2-D hologram. The third dimension that is missing from the hologram 
emerges through the collective behavior of  these so-called “atoms” of  space. Recent studies that 
consider holography in terms of  network structures (Swingle, 2012a) and error-correcting codes 
(Almheiri et al., 2015) have yielded new insights about the building blocks of  space and the nature of  
black holes. The implications of  this combined body of  research are profound: what is fundamental is 
the quantum and all else—space, gravity, and perhaps time—is derived from that. 

Emergent space also suggests new experimental directions. Theorists working on quantum gravity and 
unification in general have long been criticized for drifting far from the moorings of  experiment. These 
critiques are somewhat unfair. It is not a failing of  theory, but a fact of  nature, that unification is remote 
from laboratory conditions. But certainly it is true that theorists acutely feel the need for experimental 
guidance. If  spacetime is emergent, there may however be a wealth of  new experimental avenues. One 
of  the most exciting—though speculative—possibilities, which relates to the fate of  matter falling into 
black holes, is covered in section III. (Quantum-gravity theorists and condensed-matter physicists have 
also found resonances between models of  the emergence of  spacetime and the behavior of  exotic 
materials in the lab. Chapter 4 will outline the cross-fertilization between these two seemingly disparate 
fields, which is yielding both theoretical and experimental fruit for both disciplines.) 

Another criticism of  holography is that its mathematics is most thoroughly developed for a model of  a 
universe that, though similar to our own in many regards, is quite dissimilar to our cosmos in terms of  
shape. Section IV describes attempts to move beyond these standard formulations of  holography to 
find a model that more closely mirrors our actual universe. Most of  these ideas work within a particular 
approach to quantum gravity known as string theory. The final section will summarize other candidate 
theories for the origin of  space and time: ‘loop quantum gravity’ (Rovelli, 2004), ‘causal set 
theory’ (Sorkin, 2009), and ‘causal dynamical triangulations’ (Loll et al., 2006). 

1. Einstein’s Space 

The idea that gravity has to do with the nature of  space comes from a simple observation: Gravity is 
universal. Everything falls—in fact, falling is the natural state of  affairs. The only reason things ever 
stop falling is that something gets in the way. Everything falls at the same rate. When you let go of  a 
hammer and a feather, they accelerate toward the floor equally, and the only reason the feather takes 
longer to hit is air resistance. Gravity, then, dictates the motion of  objects in the absence of  other 
forces. It is the backdrop to everything else that happens. 

But that is the same function that space has. Space is the backdrop to all events in physics, and the 
geometric properties of  space guide the motion of  objects. For instance, we are taught in school that 
objects following parallel paths on a flat plane never meet. On curved surfaces, these rules get more 
interesting. Consider the globe. If  two airplanes take off  from different cities on the equator and begin 
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flying due north along lines of  longitude, they will gradually get closer together and, if  they make it all 
the way to the pole, meet. That is the result of  
Earth’s spherical geometry. 

The airplane example is closely analogous to 
what happens when you toss a ball in the air and 
it drops back to the ground (Unruh, 1997). The 
ball and the ground follow paths that bring them 
together. The main difference is that these paths 
are through 3-D space rather than along a 2-D 
planetary surface. Similarly, Earth’s orbit around 
the sun is nothing more or less than the result of  
geometry—this was Einstein’s great insight. 
There is no need to talk about forces acting in 
space. Space itself  is enough.  9

What sets the geometric properties—and 
therefore what keeps Earth orbiting the sun 
rather than speeding out into deep space or 
some other outcome—is the arrangement of  
matter and energy. Space, like anything else in 
nature, can act and be acted upon—this was 
another of Einstein’s great insights. The sun, by virtue of its mass, carves a giant valley around it, and 
the planets glide along the topographic contours. The valley is not directly visible to us (since space 
itself is invisible), but we can tell it’s there by watching how the planets move. Valleys are not the only 
shapes that space can assume. It can form deep pits or, as Einstein and his colleague Nathan Rosen 
showed, bridges that link otherwise distant locations—what we now call ‘wormholes’ (Figure 6) 
(Einstein & Rosen, 1935). 

The operative geometric rules are a bit more involved than those we learn in school, because they are 
not merely spatial but also temporal. Although this chapter focuses on space, always in the background 
is that space and time are twin aspects of a unified structure, spacetime. JTF’s Cosmological Origins 
review describes Einstein’s general theory of relativity and the development of his picture of 
spacetime.) The combination of space and time into a unified structure means that the universe has a 
fundamental unit of velocity. Physicists call this the speed of light, and it is an inevitable consequence 
of the fungibility of space and time. You can maintain light speed if you begin at light speed—but that 
is of little practical use to space travelers accelerating from slower velocities. Thus the speed of light is 
not just a fundamental unit of velocity, but also a fundamental limit to velocity. This limit has crucial 
consequences for the structure of  space, as we shall we. 

2. Hints That Space Is Emergent

As yet physicists have no direct evidence that space is the surface layer of a deeper structure. There is, 
however, indirect evidence for this line of reasoning that comes from gaps or paradoxes in existing 
theories. As Einstein was the first to recognize, his general theory of relativity betrays its own 
limitations. Exhibit A is the black hole—a cosmic sinkhole so dense that nothing that crosses its surface 

 That doesn’t mean it is wrong to think of  gravity as a propagating force. To the contrary, the idea of  gravitational force flows from the geometric picture 9

under the right circumstances. But for gaining a deeper understanding of  gravity, as well as seeing the full range of  phenomena that gravity is capable of, 

only the geometric picture will do.
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Figure 6: Wormholes, also known as Einstein-Rosen bridges, are 
hypothesized to connect distant parts of spacetime. (Image credit: 
edobric@shutterstock.)

https://www.templeton.org/cosmologicalorigins


can ever get back out. To escape would require accelerating to faster than light speed, which as we have 
seen, is impossible. Gravity overpowers all other forces, compressing the black hole’s core, or 
‘singularity,’ to an infinite density.  

Yet, general relativity cannot describe the nature of the singularity. Such breakdowns in other domains 
of physics signal that a theory must be supplanted by a deeper one (Batterman, 2010). In this case, it is 
believed that a theory of quantum gravity, uniting quantum theory with general relativity, will be 
needed to track down to this level. A singularity is also thought to lie at the origin of our universe. 
Einstein’s theory is similarly unable to say what, if anything, came before the Big Bang. (See 
JTF’s Cosmological Origins review for a detailed discussion of how the Big Bang model was 
established and current theories that attempt to move beyond general relativity to conjecture what 
may have come before.) 

(i) The Black-Hole Information Paradox

Even if we treat black holes as whole objects, without worrying about what happens inside, these 
cosmic behemoths are puzzling. According to general relativity, they can only grow. Their perimeter or 
“horizon” is a one-way surface (Figure 7). Matter can enter but never return. For some physicists, that is 
already troubling. Things get worse when quantum effects are included in the analysis. The issue came 
into sharp focus in 1974 when Stephen Hawking found that the horizon destabilizes matter and energy 
fields, causing black holes to emit radiation 
and gradually evaporate away (Hawking, 
1974). The black hole glows like a burning 
coal, hinting that, like the coal or any 
other thermal system, it consists of  
“atoms” in random motion. That means 
space itself  has an atomic composition, 
since the black hole is nothing more or less 
than a highly warped region of  space 
(Padmanabhan, 2015). 

Hawking’s real izat ion led to the 
formulation of  a notorious paradox. Since 
the outgoing radiation carries no 
information about the black hole’s interior 
or its contents, it is fully randomized, even 
more so than the thermal radiation 
emitted by a hot coal. That means that 
while highly structured matter can fall into 
the hole, once the black hole has 
evaporated away entirely, any information once represented by that matter must disappear too. That 
apparently violates a fundamental quantum law that information cannot simply vanish completely. 
Theorists argued in the ’80s that the failure of  such a basic principle would have conspicuous effects all 
over the universe, not just in black holes, and no such effects are seen (Banks et al., 1984). 

Physicists call this the ‘black-hole information paradox’ (Preskill, 1992). They, along with some 
philosophers, debate whether it is a true “paradox” in the sense of  a direct logical contradiction 
(Wallace, 2017), but no one doubts that it is a major puzzle. For to escape a black hole, information 
must find a way to evade the fundamental limit on speed (Giddings, 1994). That limit is integral to the 
structure of  spacetime, so spacetime, or at least our conventional view of  it, must break down somehow. 
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Figure 7: In 2019, the Event Horizon Telescope Collaboration released the 
first image of a black hole. It shows a bright ring formed as light bends 
around a supermassive black hole found at the center of the galaxy M87. 
The black hole’s horizon is around 2.5 times smaller than the shadow it casts 
and measures just under 40 billion kilometers across. (Image credit: Event 
Horizon Telescope Collaboration.)



(ii) Quantum Entanglement

Although gravity theory is the main reason to suspect that space is not all it appears to be, hints come 
from other areas of physics, too. Quantum physics, for instance, allows for an phenomenon known as 
entanglement, in which the properties of specially prepared particles remain correlated even though no 
force or other mechanism passes through the space between them. The effect has captivated and 
confounded physicists since 1927, when Einstein realized that the correlation was at odds with another 
feature of  quantum physics: randomness (Bacciagaluppi & Valentini, 2009).  

The randomness arises because of what physicists call superposition: A quantum particle such as a 
photon or an electron can be placed into an ambiguous state of not having a specific energy, position, 
or other property. It is only upon measurement that the particle’s properties are forced to snap into a 
single well-defined value, such as being in one location. Before the particle is measured, you cannot 
predict with certainty which value the particle with land on; the outcome is random. The equations of 
quantum theory only allow you to calculate the odds of  getting one result or another. 

Two such particles can be paired together in the lab, or entangled, in such a way that when measured, 
their properties correlate. This entanglement holds even when the particles have no known connection 
between them, which can be assured by separating them by vast distances. This is unsettling because 
the particles’ properties are not fixed until measurement, at which point they are set at random. So 
somehow entangled particles are able to return random results in tandem. It is as bizarre as rolling one 
of a pair of dice in Switzerland and its partner in Australia and finding that each always lands on the 
same face as its partner. 

Either the particles must not be truly random or they must instantly exert an influence over each other, 
no matter how far apart they may be separated. Neither option is palatable. The latter one appears to 
defy Einstein’s theory of relativity, which implies that no influence can travel faster than light. This has 
been dubbed the ‘EPR paradox,’ named for the initials of Einstein, Rosen, and Boris Podolsky who 
wrote a highly influential paper about it in 1935 (Einstein et al., 1935). No mechanism operating within 
space can explain these correlations. There are almost as many ideas for what could be happening as 
physicists thinking about the problem. Some conjecture that the correlations are rooted in a 
pregeometric physics that is more fundamental than space. As we shall see in section II, entanglement 
has been invoked by some physicists searching for a possible recipe for making space from 
purely quantum ingredients. (JTF’s Time review delves into entanglement in more depth.) 

The bulk of the remainder of the chapter focuses on research into the emergence of space, but it is 
worth noting that there are alternative views. For each piece of evidence for the emergence of space 
from something deeper, there are physicists who suggest it might be accounted for without a wholescale 
revision to physics. One such program known as “asymptotic safety” hews closely to the traditional 
notion of the spacetime continuum and adapts methods from the study of other forces, although even 
it implies a significant change to the microscopic structure of space (Percacci, 2009). But at the 
moment, emergent space strikes most physicists who work in the area as the likeliest direction. 

II. SPACE FROM ENTANGLEMENT

1. The Universe as a Hologram—the AdS/CFT Duality

Perhaps the single most important clue to emergent space is the ‘holographic principle,’ which has 
inspired a specific mechanism for how one or more dimensions of space might pop out of deeper 
physics. The principle was proposed by Gerard ’t Hooft (1994) and developed in the context of string 
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theory by Leonard Susskind (1995). It builds on the thermodynamic features of  black holes touched on 
in the previous sections when discussing their temperature and ability to emit thermal radiation. 
Thermodynamics was developed in the 19th century to analyze the behavior of  steam engines, and it 
involves the study of  heat, temperature, and entropy—very crudely, a measure of  the disorder in the 
arrangement of  particles in a system, such as a gas cylinder. The second law of  thermodynamics states 
that the entropy of  an isolated system cannot decrease over time; systems tend towards disorder unless 
an outside influence is acting on them. Black holes may be more complicated to analyze than gas 
cylinders, but the fundamental laws that apply to steam engines also bind them. 

When matter falls into a black hole, it must contribute entropy to the cosmic object, to obey the second 
law. Just as the entropy of  a gas cylinder is an emergent quantity related to the collective properties of  
the particles held within, the fact that black holes have entropy is another indication that somehow they 
too are collective phenomena. Jacob Bekenstein (1973) argued that the entropy of  the black hole 
strangely grows in proportion to the surface area of  its event horizon, rather than—as for everything 
else in physics—in proportion to its mass or volume. Thus the number of  “atoms” making up a black 
hole scales with its area, rather than with its mass or its volume. The black hole may look like a three-
dimensional system, but it behaves like a two-dimensional one. 

This situation goes under the name of  the holographic principle because a hologram presents itself  to 
us as a three-dimensional object, but on closer examination is an image produced by a two-dimensional 
sheet of  film. Much the same seems to be true for a black hole. And what goes for black holes goes for 
the rest of  space too—because black holes are simply an extreme case that proves a general principle. 

The best-developed account of  how spacetime holography works takes the form of  a ‘duality’ linking 
gravity to quantum processes, put forward by Juan Maldacena (1999). It provides a specific recipe for 
how to create space, at least in part. The space concerned is called an “anti-de Sitter” (AdS) space, after 
Willem de Sitter who calculated possible shapes of  the universe allowed by Einstein’s general relativity. 
AdS space has several strange properties, such as a fixed outer boundary and a geometry such that 
parallel lines diverge. It is important to note that, first, the duality remains a conjecture, not yet proved 
with full mathematical rigor, and second, that we do not appear to live in a universe with the AdS 
geometry. Rather, our universe is closer to another configuration allowed by Einstein’s equations called 
“de Sitter” space. Nonetheless, as we shall see, the analysis using AdS space still has profound 
implications. 

In one version of  Maldecena’s duality, which is a fairly direct translation of  an ordinary hologram, 
three-dimensional space is generated by physics in a two-dimensional space (Figure 8). That 2-D space 
is threaded by fields—souped-up versions of  the electromagnetic field—and filled with fairly standard 
elementary particles. These fields are quantum in nature and described by what is known as a 
‘conformal field theory' (CFT). Thus the 2-D surface contains relatively familiar (for physicists, at least) 
quantum laws governing elementary particles. But it does not contain either gravity or strings. When 
those conformal fields are structured in the right way, however, they generate an additional dimension, 
which you can think of  as perpendicular to the original space. This creates a 3-D anti-de Sitter space 
within the bulk.  

Not only do you get the emergent dimension, but Maldecena discovered you also get gravity appearing 
within that dimension, along with strings and black holes. This is where the AdS/CFT duality goes 
beyond the hologram metaphor. Any process involving particles and fields on the 2-D boundary can be 
described by an equivalent process involving gravity, black holes, and strings in the 3-D bulk—and vice 
versa. The equations might be exactly the same. But the physical interpretation would be very different. 
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Black hole

StringParticle

Quantum field

Spacetime Holography

a) The black holes 
and strings live within 
a hypothetical 3-D 
anti-de Sitter (AdS) 
space, governed by 
gravity.

b) Meanwhile, more 
familiar particles live 
on the 2-D boundary of 
this space, which is 
threaded by quantum 
fields (obeying a 
so-called conformal 
field theory (CFT)). 

c) The behaviour of specific 
objects in the 3-D bulk can be 
calculated by analysing the 
behaviour of related quantum 
systems on the boundary, and 
vice-versa. This is the AdS/CFT 
duality. 

Created by Maayan Harel for FQXi, the Foundational Questions Institute

Equations controlling the behaviour of black holes and strings under gravity, in 
a specific kind of space, are mathematically equivalent to the equations governing 
the interactions of quantum systems. This relationship suggests that space is in 
some sense emergent from quantum interactions. This concept is called holography.

d) Any section on the boundary defines a wedge in the bulk. The 
behaviour of all objects in the bulk can be said to be controlled by 
the quantum interactions in the dual section on the boundary. 

But some objects in the bulk lie in multiple wedges. This appeared to 
create a paradox, until it was understood that di!erent sections of the 
boundary provide complementary and consistent instructions to objects 
that lie in the overlap region. 

Causal Wedge Paradox 

Figure 8: Spacetime Holography. (Image created by Maayan Harel.)



The AdS/CFT duality also means that tucked inside a theory of  matter—quantum field theory—is a 
theory of  gravity and therefore of  space. Maldecena did not consciously put gravity into the theory; 
gravity emerges as a consequence of  the properties of  that theory. The quantum is automatically 
gravitational. 

The duality is technically just an equivalence, allowing physicists a handy way to convert sticky 
equations involving black holes, strings, and gravity into easier ones involving quantum fields and 
particles, or vice versa. However, physicists usually interpret it in stronger terms: that the quantum 
boundary is more fundamental and the interior space is derived from it. Partly this is methodological: 
they have a better grasp of  the nongravitational physics on the boundary than the gravitational physics 
in the bulk. But it should be said that philosophers have been critical of  physicists for taking one side of  
the duality as more fundamental (Rickles, 2012; Crowther, 2016, pp. 28–29; De Haro et al., 2016). 

Better grasp or not, quantum field theory is still very complicated, so extracting gravity and space from 
it remains a challenge. In developing tools to meet that challenge, theorists kill two birds with one stone: 
improving theories on both sides of  the duality. What gravity theorists learn can be put to use in 
laboratory studies of  materials, and what condensed-matter theorists learn can illuminate the cosmos. 
This will be discussed further in Chapter 4. 

The primary challenge for the past two decades has been to fill in the details of  how, precisely, space 
and its contents emerge—as physicists put it, to create a “dictionary” between the boundary and the 
bulk. Through such a dictionary, puzzles such as black holes could be reframed in terms of  quantum 
fields and therefore solved.  

The research to fill out the dictionary allowing physicists to mathematically switch from the boundary 
to the bulk may reveal clues about what is required to give rise to space. Fields on the boundary must 
be patterned in some way to encode space. A generic state, plucked at random, will not admit of  a 
spatial interpretation (Horowitz & Polchinski, 2009). The next section discusses how this patterning 
may involve entanglement. 

2. Why Entanglement? 

For space to emerge, the underlying system must have a special structure to it. The main epiphany of  
recent years is that this structure is governed by quantum entanglement. 

This is an interesting turn of  events. As mentioned above, quantum entanglement is one reason that 
physicists think spacetime might be emergent, and now it turns out that entanglement might explain 
emergence—it is not only a puzzle, but the answer to a puzzle. Entanglement is a nonspatial effect, so it 
is a natural substrate for space. At an even simpler level, we expect quantum gravity to be quantum, and 
entanglement is quintessentially quantum. 

The key is that entanglement endows quantum systems with holistic qualities, ones that not only cannot 
be localized, but cannot even be recovered from localized pieces. The simplest example is a pair of  
particles. Each stores a bit of  information, 0 or 1. You can set them up so that each is random: if  you 
measure the particle, you will find 0 half  the time and 1 half  the time. But if  the particles are 
entangled, the relation between them is fixed. For instance, you can set them up to be the same (both 0 
or 1) or different (one is 0, the other 1). So they are individually random but collectively organized. 
Such order amid randomness is impossible in ordinary physics. Because of  entanglement, the world 
around us is full of  hidden patterns and structures. By their very nature, they are self-cloaking—in 
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isolation they look random. Only when you look at systems at the collective level do you see their 
intricate order. 

Thus entanglement is a mode of  strong emergence—qualitatively new behavior that arises at the 
collective level. The whole is not the sum of  its parts. If  the whole were just the sum of  its parts, no 
novelty could arise. Spatiotemporal structure would have to be present in the building blocks. Indeed, a 
critique of  past efforts to describe space as emergent is that they presupposed the very geometry they 
sought to derive (Meschini et al., 2005). Entanglement may overcome this objection. 

3. Entanglement and Holography 

The entanglement epiphany happened in slow motion. It has its roots in the 1970s with Bekenstein’s 
and Hawking’s work on black holes and entropy, which demonstrated that a geometric quantity (area) 
can be related to a thermodynamic one (entropy), as described in section II. It so happens there is 
another definition of  entropy, in the context of  entanglement, that quantifies the degree of  connection 
between two regions (Jacobson, 1994). Rafael Sorkin (1983) argued that the relevant type of  entropy 
when considering black holes is this entropy of  entanglement. 

Entanglement entropy goes back to the 1930s and was developed by John von Neumann. It is related 
to, though distinct from, the concept of  thermal entropy.  It captures the uncertainty you are left with 10

when you view a system partially. You chop the system in two like a guillotine and then count up the 
number of  particles in one region that are entangled with particles in the other region. Entanglement 
entropy measures how much information is lost by severing these entangled links if  you consider each 
region in isolation. If  you think of  the system as a woven cloth, entanglement entropy is the number of  
threads between the regions. When you cut the cloth, you leave dangling threads, and the number of  
threads is an indication of  how tightly woven the cloth is.  

Other hints trickled out. In introducing the holographic principle, ’t Hooft (1994) noted that 
holography bears a strong resemblance to entanglement. In both phenomena, a system is so highly 
correlated that, in a sense, the whole is less than the sum of  its parts. In the mid-2000s Michael Duff  
also noticed odd mathematical parallels between particle entanglement and black holes in string theory 
(Duff, 2010). 

The field truly exploded in 2006, however, when Shinsei Ryu and Tadashi Takayanagi discovered a 
more granular version of  the AdS/CFT duality (Ryu & Takayanagi, 2006; Nishioka et al., 2009). Not 
only is the boundary equivalent to the bulk, parts of  the boundary are equal to parts of  the bulk, and 
entanglement entropy describes this relation.  

Consider an area on the boundary. It can be thought of  in two ways. First, you can look laterally along 
the boundary; the matter within the area is entangled with matter elsewhere on the boundary and the 
degree of  entanglement is measured by the entanglement entropy. Second, you can look down from the 
area into the interior of  the bulk space. The area delineates a wedge of  that space (see Figure 8d). The 
entanglement in the area can be thought of  as creating everything that lies inside that wedge. 
  
The wedge is enclosed by a surface with the minimal possible area within the AdS geometry. By Ryu 
and Takayanagi’s formula, each pair of  entangled particles on the boundary corresponds to a unit of  
area on the AdS slice. This forges a link between entanglement and geometry and, with it, gravity. A 
given amount of  entanglement entropy implies a certain area. Area, in turn implies a certain spacetime 

 Technically, thermal entropy can be understood as a special case of  entanglement entropy.10
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geometry, which implies a certain gravitational field, which implies a certain density of  matter and 
energy (Lin et al., 2015).   11

4. How Entanglement Reproduces Space 

In 2009, Mark Van Raamsdonk gave an elegant argument that started a whole subfield investigating 
how entanglement can knit space together (Van Raamsdonk, 2009). 

Consider the AdS/CFT duality. Suppose, Van Raamsdonk argued, the boundary is not entangled. 
Take two systems of  particles and fields on the boundary. Through the logic of  duality, each of  these 
systems will be dual to a space with the AdS geometry, yet since the two systems on the boundary are 
uncorrelated, there is nothing to relate these two spaces. They will be two isolated universes. 
  
But if  those systems on the boundary become entangled, then the two spaces cease to be isolated. From 
the perspective of  an observer inhabiting space, the original state corresponds to two disjoint universes, 
with no way to travel between them. When the systems become entangled, it is as if  a wormhole—a 
spatial tunnel like the ones frequently found in science fiction—opens up between them, and you can 
move from one to the other. As the degree of  entanglement increases, the wormhole shrinks in length, 
drawing the universes together until you would not speak of  them as two universes anymore. Here, Van 
Raamsdonk was building on earlier work on how to describe wormholes within AdS/CFT by 
Maldacena  (2003). 

The space generated in the bulk has been shown to have other basic required physical features. For 
instance, within this space, any lump of  mass or energy will produce gravity, and that gravity affects all 
objects. This feature of  universality, as we saw, played an important role in Einstein’s thinking. Van 
Raamsdonk and Brian Swingle (2014) have traced it to the universality of  entanglement. Other basic 
concepts such as “points” and “distance” within space might also emerge from entanglement 
considerations, although it turns out that the more basic the concept, the more subtle the connection 
(Czech & Lamprou, 2014).   12

Most impressively, Van Raamsdonk, Swingle, and their colleagues have been able to deduce Einstein’s 
equations of  gravitation (Lashkari et al., 2014; Faulkner et al., 2014). Their insight is that entanglement 
must satisfy certain constraints, and these constraints are just what is needed to create a meaningful 
geometry and allow objects to tug on one another gravitationally.  In short, when we feel the tug of  13

gravity, we may really be feeling shifts in the entanglement structure of  the underlying system. As 
residents of  spacetime, we are oblivious to the processes that go into creating it. To us, matter and 

The formula has been extended since its original discovery. One version allows variation in time (Hubeny et al., 2007). Another relates entanglement 11

entropy on the boundary not just to area but also to the entanglement entropy of  matter in the AdS space, thus providing a unified description of  matter 

and geometry (Faulkner et al., 2013; Engelhardt & Wall, 2015; Freedman & Headrick, 2016).

 To study how entanglement gives rise to space, in 2009 Swingle imported a powerful mathematical technique from condensed-matter theory known as 12

tensor networks (Swingle, 2012a; Swingle, 2012b). Tensor networks represent the entanglement structure as a web of  relationships among particles or other 

ingredients (Orús, 2014). Swingle showed that AdS/CFT matches a network with a hierarchy of  entanglement analogous to a corporate organizational 

chart. Climbing or descending the hierarchy has all the qualities of  moving within a dimension of  space, demonstrating how space might emerge from a 

system that otherwise lacks it. This line of  thinking has made contact with the field of  machine learning, since tensor networks are conceptually similar to 

neural networks. Neural networks seek compact representations of  data; likewise, space may be a compact representation of  an underlying entanglement 

structure (Gan & Shu, 2017).

 Ted Jacobson (2015) has performed a similar derivation. Yasunori Nomura (2017) likewise studied how constraints on entanglement entropies endow 13

spacetime with properties that match general relativity.
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space are separate categories, and gravity is distinct from the other forces of  nature. But all have a 
common origin in the holographic picture.  14

5. Space as Error Correction 

In 2015 Ahmed Almheiri, Xi Dong, and Daniel Harlow argued the AdS/CFT setup can be thought of  
as a computer error-correcting code (Almheiri et al., 2015). On the face of  it, error correction is a 
strange analogy. Physicists are not claiming that the universe is suffering from errors and must be fixed. 
Rather, their point is that error correction and emergent space both involve the study of  correlations.  15

This has opened a vast toolbox of  theoretical ideas and techniques. 

Most errors in a computer system, such as an electrical glitch, component failure, or ionizing radiation, 
strike a single location at a time. To protect against loss, computer systems distribute a bit of  
information across multiple locations in memory. In an ordinary computer, you can just make a backup 
copy and store it off-site, so that a fire or slip of  the finger is unlikely to destroy both copies. 

In a quantum computer, you have to be more clever. For example, consider a particle or other quantum 
system that can exist in one of  two states, 0 or 1. This is the quantum version of  a computer bit: the 
qubit. Unlike standard bits, which can only take one of  the two values, 0 or 1, qubits can exist as 
superpositions of  0 and 1 simultaneously. This allows them to store more information—a string of  10 
qubits could represent 1,024 ordinary numbers. Quantum computers have enhanced processing 
powers too—at least for completing certain tasks—because qubits allow for a richer set of  elementary 
operations. 

The tradeoff  is that quantum information is subject to a wider variety of  errors and cannot simply be 
backed up. You can, however, spread the information out. (An example of  this, using a different 
technique, was described in Chapter 3 when discussing topological quantum computing.) If  the 
components are entangled, the data they store is fully delocalized and resilient against damage. 
Reversing the process, you might come across subtle correlations, piece them together, and deduce they 
represent a single bit. 

Something like that happens on the boundary in AdS/CFT. There are correlations on all scales. 
Nearby regions are correlated, as if  encoding a bit with a limited degree of  redundancy. More distant 
regions are also correlated, providing extra redundancy. The entire boundary is also correlated, 
providing the ultimate in security. The bits are like jigsaw pieces that have to be found and snapped 
together. 
  
Not only does error-correction theory show how bits can be distributed and reassembled, it reveals how 
they take on the attributes of  space. The degree of  redundancy can be thought of  as a spatial 
dimension that is not present in the original description of  the system. This dimension is envisioned as 
the axis of  a sphere. As the degree of  redundancy increases, it is like moving along that dimension, and 
by the time you reach the maximum redundancy, you have penetrated all the way to the center of  
space. 

 Swingle (2017) has an excellent review.14

 In fact, error-correction codes have also been taken up in condensed-matter physics to describe quantum phases of  matter, as noted in Chapter 2 15

(Bravyi et al., 2010; Zeng & Zhou, 2014).
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The center is a special place in this theory. 
With anything less than half  the boundary, you 
do not even have partial information about the 
cen te r—which shows how e s s en t i a l  
entanglement is to the reconstruction of  space. 
Being equidistant from all points on the 
boundary, the center of  the bulk space is 
affected by what happens at all those points. If  
you stood there, your body would, in a deeper 
sense, be spread out over the entirety of  space. 
As you moved outward, your body would 
correspond to a smaller portion of  the 
boundary, and by the time you reached the 
boundary, the boundary and bulk pictures 
would be equally localized. 

This pattern of  correlations dispels a paradox
—which became known as the “causal wedge 
paradox”—related to the bulk and the 
boundary that had been formulated by Alex 
Hamilton, Daniel Kabat, Gilad Lifschytz, and 
David Lowe (2006). Imagine a section of  the 
boundary. It defines a wedge of  the bulk 
(Figure 8d). Everything inside the wedge is 
within the range of  light signals—and thus 
within the range of  causal influence—from the 
corresponding section of  the boundary. For 
this reason, the wedge is known as a “causal 
wedge.” Just as a city holds sway over a 
hinterland of  suburbs and rural areas, that 
section of  boundary dictates what happens at 
each point within that wedge. Hamilton and 
colleagues provided a formula for how to relate 
quantities in the wedge to a weighted sum of  
quantities on the corresponding section of  the 
boundary. 

However, they realized that objects in the bulk 
can lie in more than one wedge. So, the 
behavior of  those observables in the bulk 
appear to be overdetermined by the boundary. 
This created a paradox because outright 
contradictions might arise if  quantities in 
different sections on the boundary gave 
different instructions to objects lying in the 
overlap of  their respective wedges.  

This apparent paradox is resolved by error-
correction theory, however, which shows that 
this redundancy is not a bug, but a feature. It 
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Modeling Emergence with Qubits

You can make the simplest imaginable model of AdS/
CFT using a mere five qubits (Pastawski et al., 2015). 
An error-correcting code invented in the ’90s uses 
five highly entangled qubits to store one qubit in an 
error-resistant form (Figure 9). That virtual, or 
“logical,” qubit is smeared out over the five physical 
qubits. This code has some nice properties. It 
recovers from any error that strikes one of the five 
qubits. What is more, it will fill in two lost or corrupted 
qubits if you know which they are; any three qubits 
are enough to reconstruct the logical qubit. This is the 
best error-correction that quantum mechanics allows. 
It provides an example of correlations that are 
redundant yet avoid contradictions.

As early as 2000, John Preskill suggested the five-
qubit code might be a model of emergent space 
(Preskill, 2000). The logical qubit can be thought of as 
an atom of space that emerges from the 
entanglement structure of the physical qubits. If you 
array the five qubits in a pentagon, you can imagine 
placing the emergent qubit in the center, giving you a 
miniature emergent space.

It is really too small to think of geometrically, but does 
have the properties of the AdS/CFT duality, following 
the Ryu-Takayanagi formula in a crude sense. 
Interestingly, the five-qubit code has a high degree of 
entanglement, but not the highest possible. That is a 
general principle. For a nice regular space to emerge, 
the entanglement structure must strike a balance. 
Only very special states qualify. Most states have too 
much entanglement and, in them, space is stillborn—
it is a giant black hole with no room for anything else 
(Hayden et al., 2006; Swingle, 2012a).

Figure 9: The logical qubit residing in the 
central pentagon is well protected against 
erasure. (Image credit: Journal of High 
Energy Physics (Pastawski et al., 2015).)



avoids overdetermination and contradiction because different parts of  the boundary construct the bulk 
in different ways, all mutually consistent. It is like taking pictures of  a statue from different angles so 
that you can rebuild it if  broken. None of  these pictures is enough on its own, but a selection of  them 
gives you enough information, and there is more than one way to make such a selection (Almheiri et 
al., 2015). 

Error-correction theory also expands on the causal-wedge concept. Causal contact is not the only, or 
even the primary, way that that the bulk and boundary remain linked. Entanglement can reach beyond 
the limits imposed by light travel time. It can shape portions of  the bulk space outside the causal wedge, 
creating a broader “entanglement wedge.”(Czech et al., 2012; Headrick et al., 2014; Jafferis et al., 
2016; Dong et al., 2016). Entanglement wedges are especially useful for describing black holes. By 
definition, the interior of  a black hole has no causal contact with the outside—light signals cannot 
escape the hole—yet the interior and the exterior of  the black hole can remain entangled (Hartman & 
Maldacena, 2013; Almheiri, 2018). 

For all their power, error-correcting codes do run into trouble in that they can capture large-scale 
aspects of  space, but gloss over detailed structure. To fix this, physicists have been developing new codes 
and network models with greater granularity (Yang et al., 2016; Nomura et al., 2018).  

III. BLACK HOLES 

1. Down the Wormhole—Resolving the Black-Hole Information Paradox 

Black holes motivated the study of  emergent space, so what do theories of  emergent space have to say 
about them? As discussed earlier in the chapter, the black-hole information paradox, first identified in 
the 1970s, raises questions over the fate of  information about objects swallowed by the hole. That’s 
because Hawking realized that when quantum effects are taken into account, black holes slowly emit 
particles, dubbed Hawking radiation. Eventually, over aeons, the black hole will evaporate away 
entirely, disappearing from the universe and apparently removing all information about its contents in 
the process. This made physicists uncomfortable because information should never be able to just 
vanish from the universe entirely.  

Physicists attempted to resolve the paradox by suggesting that the information might be carried out of  
the black hole, encoded in the Hawking radiation. But theory suggested that the radiation is thermal, 
which means it is random and thus unable to encode any information.  

Things are more subtle in the holographic picture, however, offering a potential resolution to the 
paradox. In the AdS/CFT duality, it is a given that black holes preserve information. That is because 
black holes emerge from the dynamics of  a system of  quantum fields, and those fields strictly preserve 
information. If  the fields are in a thermal state—they consist of  a gas of  particles that have come to 
equilibrium—they are dual to a black hole. The temperature of  the gas is the Hawking temperature of  
the corresponding black hole. 

As described in section II, Van Raamsdonk (2009) noted that AdS/CFT can describe not only black 
holes, but also wormholes. Wormholes, also known as Einstein-Rosen bridges, are tunnels in space that 
are allowed by Einstein’s equations of  general relativity, providing shortcuts between distant regions. 
Specifically, in the AdS/CFT picture, you can imagine taking a pair of  thermal systems on the 
boundary. Each system will be dual to a black hole that lies in the bulk. If  the two thermal systems are 
entangled, then so too are the pair of  black holes. This entanglement manifests in the bulk as a 
wormhole linking the two holes. 
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Susskind, one of  the fathers of  string theory and, later, of  the holographic principle, has roiled the field 
several times in the past decade. In 2013, he and Maldacena built on Van Raamsdonk’s suggestion that 
a black hole is one mouth of  a wormhole connecting two regions of  spacetime (Maldacena & Susskind, 
2013). They gave their conjecture a name that, to a physicist, is an outrageously clever pun: 
“ER=EPR.” ER stands for an Einstein-Rosen bridge, which is another name for a wormhole, while 
EPR refers to the aforementioned paradox of  entanglement discovered by Einstein, Podolsky and 
Rosen. Like the Ryu-Takayanagi formula, ER=EPR exemplifies how entanglement can create 
spacetime. 

Maldacena and Susskind applied this picture to a new version of  the black-hole information paradox 
that is rephrased in terms of  entanglement (Almheiri et al., 2013). The Hawking radiation that is 
emitted by a black hole is known to be entangled with the interior of  the black hole whence it came. 
Now consider a particle that falls into a black hole. It must eventually return to the outside world in one 
form or another as the hole evaporates, presumably somehow conveyed by the Hawking radiation that 
the hole naturally emits. That means the Hawking radiation must also be entangled with that infalling 
particle. This creates a problem because there is a principle of  “monogamy” in quantum theory that 
states that an object cannot be fully entangled with two different things at once. The Hawking radiation 
is already entangled with the interior of  the black hole and so cannot also be entangled with the 
infalling particle without violating this principle. This is the reformulation of  the paradox.  

But Maldacena and Susskind suggested an audacious escape. They claimed that monogamy would be 
respected if  the Hawking radiation is the interior of  the black hole. They appear to be in two different 
places, but they are really in the same place—the wormhole connects them. In terms of  the monogamy 
metaphor, it’s like having an affair with someone only to realize it’s your spouse in disguise. What 
seemed extramarital is really marital. Likewise, what seemed like the outside of  a hole is really the 
inside. 

Going still further, Maldacena and Susskind speculated that all entangled particles are connected by a 
wormhole. That would explain how they remain correlated across vast distances. What seems like a 
vast distance to you is a short distance to them via their private wormhole.  

By this logic, any quantum system is dual to some gravitational system. The question is not whether 
space emerges—it can’t help but emerge—but what kind of  space emerges. AdS/CFT is special 
because a fairly conventional geometry (the anti-de Sitter space) emerges rather than a quantum mess 
that could not support stable structures.  

These series of  discoveries have widely and justifiably been lauded for their profound implications for 
the emergence of  space. It is, however, worth being mindful that they are still speculative; whether they 
describe the real universe has yet to be determined. One caveat is that our universe is not described by 
an anti-de Sitter space, but as mentioned earlier, is more akin to a de-Sitter space. Section IV discusses 
efforts to link these theoretical triumphs pertaining to AdS space to our actual universe. 

2. Island Rule 

Although Maldacena and Susskind argued that black holes preserve information, they never really 
spelled out how. By what means could information escape the deep gravitational pit of  a black hole? A 
string of  papers in 2019, culminating in a pair by two teams—an East Coast group of  Almheiri, 
Maldacena, Thomas Hartman, Edgar Shaghoulian, and Amirhossein Tajdini (Almheiri et al., 2019b) 
and a West Coast group of  Geoff  Penington, Stephen Shenker, Douglas Stanford, and Zhenbin Yang 
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(Penington et al., 2019)—filled in some of  the details and neared a resolution of  Hawking’s nearly half-
century-old paradox. Their analysis also hints at a dramatic example of  spacetime emergence. 

According to Hawking’s original analysis, the radiation emitted by a black hole is entangled with the 
interior of  the hole. As time goes on, the entanglement entropy of  the radiation grows, meaning that an 
increasingly significant amount of  information about the system will be lost if  the links between the 
interior and the radiation are cut. The hole sheds mass in the process and eventually evaporates away 
altogether, at which point the radiation is entangled with—nothing. That violates quantum physics. 
The radiation presumably carries the imprint of  whatever had fallen into the hole, but that imprint is 
impossible to reconstruct without information from the interior, which is now lost. It is like throwing 
away half  the pieces of  a jigsaw puzzle—the puzzle becomes impossible to complete. 

For the evaporation process to obey quantum physics, some new effect left out of  the analysis must 
cause the entanglement entropy to stop growing and return to zero (Page, 1993). That way, by the time 
the hole evaporates away, the radiation is not entangled with the interior any longer; it is a free-
standing system. (Note that the thermal entropy of  the hole still increases throughout, in accordance 
with the second law of  thermodynamics. Only the entanglement entropy must rise and fall.) 

The first step in the new analysis is to calculate the entropy of  the black hole. The method goes back to 
a proposal by Jorge Rocha (2008) for how to describe black-hole evaporation in the AdS/CFT duality. 
The usual problem is that a black hole in AdS will not evaporate away completely, but will reach 
equilibrium with its Hawking radiation. Rocha suggested modifying the conditions on the boundary to 
absorb radiation and keep the hole out of  equilibrium. This fix allowed theorists to follow the 
evaporation process all the way through (Penington, 2019; Almheiri et al., 2019a). As the hole shrinks, 
it changes the geometry of  the bulk spacetime and, in turn, the entanglement entropy returns to zero. 
It confirms that no information is ever lost. 

The next step is to find where the information ended up. By analyzing the radiation the boundary 
absorbs, theorists set out to calculate its entropy and see whether it matches that of  the hole (Almheiri 
et al., 2020). Indeed, they confirmed that it does, but in a strange way. It seems that the radiation is 
never strictly independent of  its source, but remains tethered to an “island” within the hole. Although 
there is no literal tether stretching through space, the two systems are nonetheless linked. There is a 
duality between them, just as AdS and CFT are alternative descriptions of  the same system. From a 
spatial point of  view, the information appears to occupy two different locations.  

The system thus defies a spatiotemporal description and so it can be thought of  as an example of  
emergent spacetime. The technique reveals spacetime to be a hall of  mirrors where the same object 
can be both here and there. 

If  you insist on a spacetime description, you are forced to think in terms of  nonlocal effects leaping 
across the space between the hole and its radiation. In effect, a wormhole connects the two, which seem 
to be vastly far apart in external space, but are actually adjacent, on account of  the wormhole. 

In the final step, the East Coast and West Coast teams redid the analysis using basic gravity theory, 
without assuming the peculiar anti–de Sitter geometry or AdS/CFT duality. The result appears to be 
fully general. What is more, the emergence of  spacetime does not rely on exotic physics, just on 
gravitational effects built into Einstein’s theory. 

The researchers thus claim to have dispelled the information paradox. Black holes do not pose an 
existential threat to our present theories after all. However, they caution they have not solved all the 
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puzzles of  black holes. Their scenario does not specify the precise mechanism of  information transfer 
or identify the black hole’s microstates, its “atoms”—leaving room for alternative models that use 
different approaches to explain the emergence of  spacetime, as described in section IV. 

Even with this proviso, this analysis is technically complicated, involves multiple approximations, and 
not all theorists accept it. One competing view, for instance, is that a black hole does not ever truly 
form. Instead, exotic physics of  string theory comes into play and matter collapses into a “string star” 
or “fuzzball” (Mathur, 2009; Mathur, 2020). Information can escape such an object without difficulty. 
Even this model, however, has odd consequences for space—space ceases to exist inside the star. Some 
breakdown of  space seems essential to resolving the paradoxes of  black holes. 

3. Testing Emergence in the Lab: Black Hole Scrambling 

In 2016, Swingle proposed a way to test some of  these ideas in the lab, using table-top systems that 
mimic the behavior of  black holes. If  the above theories of  black holes are right, throwing something 
into a black hole is like throwing it on a bonfire. It is not strictly impossible to reverse the process, 
merely very difficult. What makes it tough is that the information embodied by the object is completely 
dispersed or “scrambled”—scattered over whatever the (still unknown) microscopic constituents of  the 
hole are. The information thus becomes delocalized, or “thermalized”: so thoroughly mixed into the 
black hole that it looks like random heat. Ultimately, the information is picked up by the Hawking 
radiation that the hole emits and ripples into the wider universe by the time the hole has burnt itself  to 
nothingness. 

Scrambling is an exotic version of  ordinary processes of  diffusion or the butterfly effect in chaotic 
systems. Imagine putting a drop of  ink in water and watching it disperse. The spreading rate depends 
on the size of  the system, which in turns depends on the number of  spatial dimensions. Preskill and 
Patrick Hayden (2007) made the first estimate for how fast a black hole smears out information. They 
were followed up by Susskind and Yasuhiro Sekino (2008) and other teams (Lashkari et al., 2013; 
Maldacena et al., 2016). The results were startling. The dispersal rate in black holes scales as if  the 
number of  dimensions were infinite: that is, as if  everything is connected directly to everything else, 
without having to pass through space. This is the maximum spreading rate possible in nature and 
indicates that the black hole is a highly nonlocal object, where the concept of  space breaks down. 

In terms of  duality, scrambling in the black hole in the AdS bulk translates to scrambling in a 
nongravitational quantum system on the CFT boundary. While black holes cannot be readily (let alone 
safely) made in the lab, quantum systems are routinely studied in table-top systems and their chaotic 
dynamics can been analyzed. Such a quantum system could be made up of, say, ions trapped in an 
electromagnetic cavity, each acting as a qubit that can encode information. This is not intended to be a 
full model of  a black hole, which would require an enormous number of  qubits, but a simulation of  
this particular aspect of  their dynamics.    

Swingle (Swingle et al., 2016) suggested measuring the scrambling process by running such a system 
then reversing it, as if  pressing rewind, to the starting point. If  you tried this trick with air molecules 
trapped in a room, you’d need to stop them and send them back exactly the way they came. That 
would be intractable. But other systems, such as atoms in electromagnetic cavities, can be more tightly 
controlled. All you need to do to put them into reverse is to switch the sign of  an interaction—
something experimental physicists know how to do. So, what you do is perturb the system slightly, 
rewind, and see how close the system is to the original starting point. In a chaotic system, it will in fact 
be quite far from the starting point—this is the measure of  the sensitivity to initial conditions. 
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Such experiments could measure, for example, how correlations within the system vary with time—do 
they match the theoretical predictions made for black hole scrambling? If  so, this will indicate whether 
the dynamics of  a quantum system are indeed dual to a gravitational system, as conjectured by the 
AdS/CFT duality. In this sense, they can provide a test of  the internal consistency of  the theory and 
check whether theories of  emergent spacetime are on the right track. 

Swingle and his colleagues suggested several experimental implementations that have since been taken 
up by a half-dozen labs. Guanyu Zhu (2016) proposed a cavity setup. Norman Yao, Gregory Bentsen, 
and their respective teams have proposed a lattice of  cold atoms (Yao et al., 2016; Bentsen et al., 2019). 
Results have started to trickle in from groups using ions in a magnetic trap (Gärttner et al., 2016), 
nuclear magnetic resonance (Li et al., 2016; Wei et al., 2018), a Bose-Einstein condensate on a lattice 
(Meier et al., 2019), and a quantum computer (Landsman et al., 2019). So far, the systems are still too 
small to return results that couldn’t have been calculated, but they are improving rapidly. 

In one especially fascinating application, Adam Brown (2019) has shown how to use rewinding to 
emulate a traversable wormhole, following earlier theoretical work on the topic by Ping Gao (2017). In 
this set up, a black hole is simulated by a handful of  qubits. Two of  these entangled black holes 
represent the two mouths of  a wormhole. Now, you mimic sending an independent qubit through the 
wormhole. First, look at one mouth and feed the ‘traveler’ qubit into it. You do so by rewinding the 
mouth system, inserting the traveler qubit—that is, allowing the traveler qubit to interact with the 
mouth qubits—and fast-forwarding back to the starting point. Then you turn to the second mouth, 
which is entangled with the first mouth. Fast-forward the system representing this mouth and the 
traveler qubit should appear there.  

Assuming this is successful, the traveler’s voyage is easy to understand if  you think of  the quantum 
system as dual to a wormhole—the qubit popped out the other wormhole mouth. But it seems 
downright mysterious without this comparison. It would be as unexpected as stirring creamer into 
coffee, watching it disperse, and then seeing it recoagulate. If  you saw that happen, you would naturally 
assume that some unseen process is occurring behind the scenes.  

At first glance, this experiment resembles quantum ‘teleportation’ experiments—in which 
entanglement is used to transfer the quantum information encoded on one qubit in one location to a 
distant qubit, making it appear as though the qubit has jumped across space (Bouwmeester et al., 
1997). Quantum physicists are actually quite used to teleporting qubits in the lab. That in itself  is not 
mysterious (at least not to quantum physicists), and such experiments have little to tell us about the 
AdS/CFT duality. But those fairly commonplace teleportation tests do not involve the scrambling steps. 
Rewinding and fast-forwarding the systems should jumble the traveler qubit’s information, so that the 
traveler will be unrecognisable upon emerging from the second mouth. But if  the traveler emerges 
unscathed, as the proposal predicts, it supports the notion that the AdS/CFT duality holds and that 
quantum entanglement can be thought of  as a wormhole.   

Other experiments using benchtop experiments that apply the AdS/CFT conjecture to condensed-
matter systems have shed light on the nature of  such exotic lab materials. The tests are discussed in 
Chapter 4, which describes how physicists are entangling—excuse the pun—ideas from quantum 
gravity with those from condensed matter to learn more about both disciplines. 
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IV. EXTENDING DUALITY 

1. Going Beyond AdS/CFT 

As mathematically powerful as the AdS/CFT duality is, it has a major problem: it is completely 
unrealistic. Our universe does not have the geometry of  AdS space, as mentioned above. On large 
scales, it is closer to dS space; on small scales, it is nearly unwarped or, as physicists put it, “flat.” So, 
physicists know they need to extend AdS/CFT to other geometries. Recent efforts to dispel the black-
hole information paradox, as mentioned above, have done that to a degree. What hinders further 
progress is that AdS space has special properties—this is why physicists have focused on it. AdS has a 
boundary: it is like a cosmic snowglobe. And as seen, the equivalence between that boundary and the 
bulk lies at the heart of  all its conclusions. 

In contrast, flat and dS space are not bounded by a spatial surface. They do have a boundary of  sorts, 
but it lies in the infinite past and future. In such a setup, the emergent dimension is not space, but time. 
Changing the size scale on the boundary corresponds to moving within time in the bulk (Strominger, 
2001). In a way, this is a step toward the ultimate goal of  describing not only space but also time as 
emergent. But it poses problems that make AdS/CFT a doddle by comparison. Time does not operate 
on the boundary, so it is hard to formulate a dynamical system of  particles and fields there. Without a 
spatial boundary to nail down the geometry, quantum fluctuations become extreme.  

Nonetheless, finding a realistic model of  our universe requires physicists to overcome these challenges. 
Eva Silverstein has been working on dS dualities for many years. In 2005, she and colleagues developed 
a dS/dS duality (Alishahiha, 2004). It relates a dS space to a pair of  lower-dimensional dS spaces that 
become entangled. In recent work with Xi Dong and Gonzalo Torroba, she showed that entanglement 
entropy matches on both sides of  the duality (Dong et al., 2018). As with AdS/CFT, entanglement 
accounts for spatial contiguity: it takes two disconnected regions and forges a single space out of  them. 
The approach has the significant advantage that the emergent dimension is space, as in AdS/CFT, 
thereby avoiding the alienness of  emergent time. 

Another approach is to alter the bulk side of  the duality and describe it not by a string theory but by so-
called ‘Vasiliev theory,’ put forward by Mikhail Vasiliev and Efin Fradkin (1987). It is a highly nonlinear 
and notoriously complex theory in which matter and geometry are impossible to parse. The 
proposition is that, early in cosmic history, the nonlinearities lessened, the categories of  matter and 
space become distinct, and it became sensible to think of  matter as residing within space. The 
connection between Vasiliev theory and dS duality was proposed in 2002 (Klebanov & Polyakov, 2002) 
and has since been developed by Andrew Strominger and his colleagues (Anninos et al., 2011) and by 
Yasha Neiman (2018). 

Some approaches make a clean break from AdS/CFT. Sean Carroll (2018) and colleagues seek to 
explain flat space by studying entanglement structure. They begin with a minimalist quantum 
description of  a system, not formulated within spacetime at all. Space emerges entirely from scratch—
not just one dimension of  space, as in AdS/CFT, but all of  them. Not just any system will do: its 
correlations must be highly redundant—you do not need to specify the full set of  correlations, but only 
a subset from which the rest follow.  

This allows for a geometric interpretation of  correlations. The degree of  entanglement defines a notion 
of  spatial distance: the more strongly entangled two regions are, the closer they appear to be (Cao et 
al., 2017). Though a very different approach from AdS/CFT duality, it arrives at many of  the same 
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conclusions. Entanglement knits spacetime together. The system obeys the holographic principle as a 
consequence of  the requirement of  redundancy. 

The next step in Carroll and his colleagues’ logic is to recover not just spacetime but the workings of  
gravity (Cao & Carroll, 2017). They follow Jacobson’s strategy of  supposing the system is in a state of  
“entanglement equilibrium,” in which the entanglement entropy of  a region is maximized and stable 
against perturbations. Then, if  one form of  entanglement changes, another must compensate—thus 
the entanglement associated with geometry is necessarily related to that associated with matter. The 
connection between geometry and matter is the essence of  general relativity and in fact the approach 
recovers Einstein’s field equations in an approximate form. 

2. Loop Quantum Gravity 

The leading competitor of  string theory is known as loop quantum gravity. It subtly but powerfully 
rethinks the gravitational field. Conventionally, physicists describe gravity in terms of  what happens at 
specific locations. If  you drop an object from a certain height, how fast will it accelerate? This seems 
straightforward, but presents difficulties. What, for example, should be the baseline for measuring 
height? Loop quantum gravity instead describes gravity in terms of  geometric relationships among 
multiple locations. Combined with quantum principles, this insight implies that space is made up of  
quanta, or nuggets, of  volume—the “atoms” of  space, in this scenario. The quanta form a network, 
with some quanta linked directly to others. The theory is inspired by a relational view of  physics that 
can be traced to Leibniz. Geometry becomes an exercise in algebra—keeping track of  the relations. 

These atoms of  space might loosely be thought of  as the squares of  a chessboard, but a naïve 
chessboard metaphor is problematic because a chessboard is not fully symmetric—it privileges rows 
and columns over other directions. In loop gravity, networks are placed into quantum superposition, so 
that the overall system has all the symmetries we observe. This superposition is the defining process of  
emergence in loop quantum gravity—what elevates it above thinking of  space as granular. To be sure, 
the theory has yet to pass a crucial test: that the emergent space derived from the theory matches the 
one we observe (Crowther, 2016, pp. 194–200). Put simply, loop quantum gravity has emergence, but is 
it the right kind of  emergence? 

Loop quantum gravity does not accord the holographic principle the central status it has in string 
theory. It holds that the entropy of  a black hole scales with area simply because the surface mediates 
our interactions with the hole. The surface never settles into a perfectly smooth, round shape; it 
fluctuates and oscillates at the quantum level. These oscillations store the information of  infalling 
bodies, according to this theory (Rovelli, 2004, pp. 302–308). Furthermore, the theory suggests that the 
singularity is, in effect, a subatomic-size star that is capable of  storing and releasing information, 
thereby resolving the information paradox (Ashtekar & Bojowald, 2005; Rovelli & Vidotto, 2014).  16

Some proponents have argued that loop quantum gravity describes not just gravity but matter as well 
(Bilson-Thompson et al., 2007). In this view, matter consists of  kinks in the fabric of  spacetime. The 
links between the atoms of  space are braided, and the ways they can be braided account for the variety 
of  elementary particles. Electric charge, for example, is a twist in a strand. It turns out the braiding can 

 Loop gravity’s structures, so-called spin networks, resemble the tensor networks used to describe patterns of  entanglement in AdS/CFT and condensed-16

matter theory (Singh et al., 2010). Several practitioners have taken inspiration from condensed-matter systems such as the string-net-liquid model described 

in Chapter 2 (Hamma & Markopoulou, 2011). Loop gravity was also ahead of  the curve in borrowing ideas from quantum error correction in its 

development (Markopoulou, 2006; Smolin, 2006).
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be viewed as a quantum-error-correction code (Vaid, 2019). This would give particles their stability—
particle braids resist unwinding. 

Loop gravity has spawned a related but distinct approach known as group field theory.17 These analyses 
might explain the Big Bang as a kind of phase transition and allow physicists to follow the genesis of 
our universe from the preexisting phase (Oriti et al., 2016). This idea of a “Big Bounce” is discussed in 
JTF’s Cosmological Origins review. 

3. Causal Sets

Another alternative theory for the emergence of space and time is causal set theory. It starts from a 
basic insight of general relativity: that spacetime enables a certain set of cause-effect relations and, in 
turn, you can reconstruct spacetime if you have a full map of the universe’s cause-effect relations 
among its events (Figure 10). In fact, Einstein argued that cause-
effect relations are the operational meaning of  spacetime. In 
causal-set theory, the universe is broken down into a vast 
number of  discrete events that can be placed into a cause-effect 
sequence. The spacetime continuum is a human construct; we 
assign the events positions in order to satisfy the causal relations 
(Dowker, 2005; Sorkin, 2009).  

Causal set theory attributes black hole entropy and its area 
scaling to the way that the horizon cleaves the universe in two. 
In this view, black-hole entropy is not associated with internal 
states of  the hole, but with the horizon itself  (Dou, 2003). To 
achieve area scaling, researchers have found they need to make 
other assumptions, the physical significance of  which remain 
somewhat mysterious (Sorkin & Yazdi, 2016; Belenchia et al., 
2018). 

Causal set theory has become the standard-bearer for a fundamentally discrete spacetime. Although 
the causal network has the right structure, it has a similar problem as loop quantum gravity: it is not 
clear that it can reproduce observed spacetime (Crowther, 2016, pp. 174–175). 

4. Causal Dynamical Triangulations

A third alternative approach goes by the somewhat convoluted name of  causal dynamical 
triangulations (Figure 11). It builds on an approach to quantum mechanics that Richard Feynman 
(1948) developed. Known as the path integral, it is the mathematical version of  “anything that can 
happen, does happen.” In quantum physics, a particle going from point ‘A’ to point ‘B’ takes all possible 
paths, which are combined in a weighted sum. Similarly, the shape of  spacetime might be a sum of  all 
possible shapes. Theorists began to apply this concept to gravity in the ’50s (Misner, 1957; DeWitt, 
1967), and Stephen Hawking championed it in the ’70s and ’80s (Hawking, 1978). These early efforts 
ran into various roadblocks. For starters, how do you even define all those possible shapes? 

 Group field theory presumes less prior structure for spacetime than its predecessor theory and allows the putative atoms of  space to be created and 17

annihilated. Instead of  recovering space in a superposition, group field theory posits other collective effects akin to a vast number of  H2O molecules

condensing into liquid water (Gielen et al., 2013). States in this theory are highly entangled, can be expressed as tensor networks, and satisfy the Ryu-

Takayanagi formula. 
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Figure 10: In causal set theory, the “atoms” of 
spacetime are discrete events, or mathematical 
points, connected by links that can only point 
from the past to the future. This is a depiction of 
the Big Bang in such a model. (Image credit: 
David Rideout.)



In the late ’90s, the practitioners of  causal dynamical triangulations got around these difficulties by 
using a standardized procedure for assembling shapes. Any shape can be created from enough triangles 
and pyramids, as if  building a house from Lego bricks. The process of  emergence occurs in the 
weighted sum as sundry shapes reinforce or offset one 
another to produce unanticipated outcomes. The 
spacetime that emerges can have any dimensionality 
and, in fact, can vary in dimensionality (Ambjørn et al., 
2005). Spacetime can also go through phase transitions. 

Interestingly, conditions must be placed on the 
assembly process to give rise to a universe like ours, 
suggesting that emergence requires very specific 
circumstances (Loll et al., 2006; Loll, 2020). Among 
these conditions: no wormholes allowed. This marks an 
important difference between causal dynamical 
triangulations and some other approaches, which make 
extensive use of  wormholes. 

For all the progress the technique has made, however, it still struggles to handle situations of  practical 
interest, including black holes (Dittrich & Loll, 2006). 

It is worth noting that many rival approaches tackling spacetime emergence, including string theory’s 
AdS/CFT correspondence and loop quantum gravity, have dipped into the same toolbox—in 
particular, quantum information theory. On the one hand, this consilience might not be surprising, 
since all these theories are working with the same body of  knowledge: quantum theory and general 
relativity. On the other hand, it might have more profound meaning—for instance, that the various 
approaches are converging on the same theory from different directions and that the answers to one’s 
problems might be sought in another. 

Back to Table of  Contents 

4. LATERAL THINKING — THE HOLOGRAPHIC PRINCIPLE IN CONDENSED 
MATTER 

I. INTRODUCTION 

Explaining metals and ceramics by comparing them to a black hole sounds more like a comedy 
punchline than a serious research proposal. But the complexity of  such seemingly ordinary materials is 
so great that physicists have started to realize that a black hole may be easier to understand by 
comparison. As described in Chapter 2, these materials can restructure themselves into quantum and 
topological states that traditional theories cannot handle. During these exotic phase transitions, vast 
numbers of  particles synchronize their behavior. Even more perplexingly, the notion of  a particle 
breaks down, and quasiparticles with fractional charges, and other collective structures, can emerge. 

In the 1990s, gravity theorists studying black holes came up with the holographic principle and, with it, 
the concept of  duality, as discussed in Chapter 3. The Anti-deSitter/Conformal Field Theory (AdS/
CFT) duality forged a connection between the workings of  spacetime and of  ordinary matter (see 
Figure 8, in Chapter 3). On one side of  the duality stands a universe that is idealized but not altogether 
unlike ours. It is a vast volume of  space governed by the force of  gravity. On the other side is a complex 
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Figure 11: Computer simulations have shown how a 
spacetime can be assembled from a set of pyramids and 
triangles, using the causal dynamical triangulations method. 
(Image credit: Andrzej Görlich.)



material system, with particles and fields obeying quantum rules. It does not experience the force of 
gravity and can be thought of as a vast shell encasing the first universe. 

What the material system lacks in spatial depth, it makes up for in dense complexity, so that the two 
sides are equally complicated. A spatial relation in the bulk volume translates into a quantum relation 
on the surface—mathematically, they are identical. Whatever exists in one has an exact counterpart in 
the other. Because the two sides are dissimilar yet equivalent, the relation between them is a powerful 
theoretical tool. Complex problems on one side can become mathematically simple to solve on the 
other. For instance, physicists may struggle to understand the equations describing a material system 
filled with heaving masses of particles, but according to the AdS/CFT duality the space to which it is 
equivalent may be a perfect vacuum that is far easier to handle theoretically. Highly quantum behavior 
on one side becomes a straightforward classical calculation on the other. Symmetries and behaviors that 
are hard to see in one become obvious in the other. 

Chapter 3 delved into how gravity theorists apply the holographic principle to describe the emergence 
of spacetime from a quantum system. But in recent years, condensed-matter theorists have turned the 
logic on its head. They can use the duality to translate a real-world laboratory system, with complicated 
quantum interactions, to a simpler spatial system—specifically, to a hypothetical black hole in the AdS/
CFT bulk volume. (This theoretical black hole might look absolutely nothing like the real cosmic 
objects studied by astronomers. Gravity is negligible in these idealized models and there is no risk of 
being sucked to your death. What matters is that the equations are easy to calculate.)  

It certainly isn’t a comparison that would have occurred to matter physicists if it hadn’t been for their 
gravity colleagues. But it turns out to be a natural metaphor because black holes have a well-defined 
temperature and can undergo changes as their temperature increases—changes that can be associated 
with changes of state. This insight has given physicists a new route to analyzing plasmas of nuclear 
particles as well as quantum phases, including strange metals and high-temperature superconductors, as 
described in section II. But condensed-matter physicists have also flipped the duality around, as 
discussed in section III, to develop the idealized “SYK model” that uses a description of matter to 
explain how space may emerge.  

II. DUALING THEORIES

1. Nuclear Plasmas and Holography

One of the earliest examples that suggested that the holographic principle could be useful in real-world 
contexts came in 2005. The Relativistic Heavy Ion Collider (RHIC) is a particle accelerator, located at 
the Brookhaven Laboratory in New York, that creates plasmas at a temperature of 2 trillion degrees 
Celsius or higher—hot enough not only to dissolve atoms, but to break protons and neutrons into their 
constituent quarks and gluons, creating a state of matter that existed in the early universe, soon after 
the Big Bang (see JTF’s Cosmological Origins review). These plasmas display several mysterious 
features: not only do the fireballs behave more like a liquid than a gas, their viscosity is strangely low 
and independent of  composition (Figure 12). 

It turns out that thinking of these plasmas as a kind of black hole can resolve some of these puzzles. 
That insight came about somewhat serendipitously when two former undergraduate dorm-mates at 
Moscow State University, Dam Thanh Son and Andrei Starinets, met up for a reunion in New York, 
where they had both found research positions. Son was now working on plasmas, while Starinets 
specialized in string theory—the framework described in Chapter 3 which posits that elementary 
particles are made up of tiny vibrating threads of energy—and had begun working on the AdS/CFT 
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duality. They noticed an uncanny resemblance between the equations they were using to describe the 
totally disparate physical systems they were 
studying (Merali, 2011). With colleagues, 
they used the duality to translate the 
viscosity of  a plasma into a process 
involving the scattering of  gravitational 
waves off  a black hole (Kovtun et al., 2005) 
and to predict the plasma’s shear viscosity 
(Policastro et al., 2001). Their prediction 
was confirmed by measurements made at 
RHIC in 2008 (Luzum & Romatschke, 
2008). The theory provides a tidy 
explanation of  why viscosity does not vary 
with composition: black holes look the same 
no matter what collapsed to form them, so 
thanks to the duality, the same must be true 
of  any system to which they are equivalent. 

This success notwithstanding, progress has 
stalled. The technique really works only for 
idealized systems, not necessarily the 
plasmas seen at RHIC or those created at the more energetic Large Hadron Collider, near Geneva, 
straddling the border between France and Switzerland (DeWolfe et al., 2014; Erlich, 2015). But similar 
ideas are having unequivocal success at the other end of  the temperature spectrum. 

2. Quantum Phases and Holography 

In 2007, Subir Sachdev and collaborators began to apply the AdS/CFT duality to frigid systems that 
can metamorphose into quantum phases of  matter (Herzog et al., 2007). They and others have 
developed theories of  various condensed-matter phenomena described in Chapter 2, with differing 
degrees of  success, including the Hall effect (Hartnoll & Kovtun, 2007), superconductivity (Hartnoll et 
al., 2008), the quantum Hall effect (Bayntun et al., 2011), the superfluid-insulator phase transition 
(Witczak-Krempa et al., 2014), and Mott insulators (Andrade et al., 2018). A thermoelectric 
phenomenon called the Nerst effect can also be modeled in this way (Hartnoll et al., 2007). 

While the mechanisms behind those effects are already reasonably well understood, translating these 
material systems into equivalent spatial systems provides a more intuitive way of  understanding their 
odd behavior, as well as helping to solve some of  their outstanding puzzles. The superfluid-insulator 
phase transition is an interesting example (Lunts et al., 2015). It has an elegant geometric description 
when translated to the holographic space. The insulator corresponds to complete fragmentation of  the 
space, as if  no part communicated with any other. The superfluid, by contrast, corresponds to a holistic 
or nonlocal connection of  the entire space; in the material, this presents as a high degree of  
entanglement. The critical point, at which the insulator changes to a superfluid, corresponds to splitting 
the difference: spatial subsystems can communicate, but only through local processes. 

Sachdev (2010b, 2015) has also taken steps to apply holography to strange metals. The defining 
property of  strange metals is that their electrical resistance at very low temperatures is directly 
proportional to temperature. A holographic analysis reveals this arises because these materials are fluid-
like and their electrical resistance arises because of  their viscosity (Davison et al., 2014; Zaanen, 2019).  
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Figure 12: A quark-gluon plasma briefly appears when gold nuclei are 
collided in the STAR experiment at RHIC, creating a fireball. Its properties 
are reconstructed from particle tracks. (Image credit: STAR/RHIC.)



Perhaps the greatest prize, as noted in Chapter 2, would be to understand the mechanism behind high-
temperature superconductivity. Christopher Herzog (2009) has taken steps toward that by using 
holography to describe superconductors as a transition from one type of  black hole to another.  18

III. THE SYK MODEL — CREATING SPACETIME FROM PARTICLES 

Since holography has illuminated weird condensed-matter phenomena, it seems reasonable to see what 
may be gleaned by turning the duality around and shining a light in the opposite direction. What can 
physicists hoping to understand the origins of  space and time learn from condensed-matter systems?   

In 1992, Sachdev and his then student Jinwu Ye proposed a model to explain magnets and strange 
metals—the odd properties of  which, as first discussed in Chapter 2, suggested a hitherto unsuspected 
quantum-mechanical ordering (Sachdev & Ye, 1993). At around the same time, another pair of  
theorists, Tevian Dray and Gerard ’t Hooft, were thinking about a completely different problem: how 
to escape a black hole (Dray & ‘t Hooft, 1985). Shock waves, they proposed, might open a door to 
solving the black-hole information paradox. This puzzle (laid out in detail in Chapter 3, Section I.2(i)) 
involves the fate of  information about the objects swallowed by a black hole when the black hole 
evaporates away to nothing. Many physicists thought that this information may leak out in the form of  
so-called ‘Hawking radiation’ emanating from the hole. But according to the usual analysis, this 
radiation is thermal, meaning that it is randomized and cannot directly encode information. Dray and 
’t Hooft’s idea was that shock waves are set off  when objects fall into a black hole and these shock waves 
could cause outgoing Hawking radiation to be slightly delayed. That would allow information to make 
a short hop across the horizon and be carried off  into the universe by the Hawking radiation. 

These two lines of  thinking involving strange metals on the one hand and black holes on the other 
seemed to have nothing whatsoever to do with each other. But, as described in the previous section, by 
2010 Sachdev had applied the holographic principle to his model of  strange metals, showing that they 
are equivalent to black holes, and using the duality to help calculate their electrical resistance (Sachdev, 
2010a; Sachdev, 2010b). Sachdev and Ye then realized that the duality could be turned around to help 
ease the black-hole calculations. They developed a model that reproduced the behavior of  matter near 
a black hole. Soon after, Alexei Kitaev modified the model—which became known as the Sachdev-Ye-
Kitaev or “SYK” model—and applied it to tracking objects falling into a black hole. He found that the 
shock waves predicted by Dray and ’t Hooft appear in this model (Kitaev & Suh, 2018). 

The ideas burst onto the physics scene in a series of  talks that Kitaev gave in spring 2015. He began 
disarmingly by describing how he had come up with his model a few days earlier and finished his 
calculations the morning of  the talk (Kitaev, 2015b; Kitaev, 2015a). Kitaev envisioned a vast number of  
particles, each interacting with all the others. The interactions do not depend on space; in effect, the 
particles are all piled on a single point in space. The interactions are also randomized. Four particles 
can interact at a time in a random way, and the overall effect is the sum total of  such interactions. 
Through the holographic duality, this system is dual to a gravitational system. So, as with the examples 
involving the AdS/CFT conjecture given in Chapter 3, it can be used to explain how gravity and space 
might arise from quantum systems. But unlike most other models, the SYK model is fully solvable 
mathematically, so it quickly became a workhorse for studying spacetime emergence.  

The model has many nice properties. It involves a simpler quantum system than other instances of  the 
holographic principle. It involves discrete particles rather than a continuum of  fields, and its governing 

 Sachdev and others have written cogent reviews of  how dualities are helping with condensed matter (McGreevy, 2010; Sachdev, 2012a; Hartnoll et al., 18

2016).
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equations are exactly solvable (Bonzom et al., 2017). Gravity, in this model, behaves according to an 
augmented version of  Einstein’s general theory of  relativity developed by Roman Jackiw (1985) and 
Claudio Teitelboim (1983). The newly branded SYK model was immediately taken up by leading 
string theorists (Maldacena & Stanford, 2016; Polchinski & Rosenhaus, 2016; Witten, 2016).  

A specific use of  the SYK model has been to rethink the black-hole information paradox. As discussed 
in Chapter 3, Section III.1, physicists made tremendous progress in 2019 to dissolve the paradox, and 
the SYK model helped by providing an initial theoretical check on their results (Penington, 2019; 
Penington et al., 2019). It also has allowed them to move beyond the question of  information to other 
puzzles of  black holes, such as their energy. Using the SYK model, Phil Saad, Stephen Shenker, 
Douglas Stanford, and their colleagues, calculated that the energy of  the black hole can take on a 
ladder of  values—a ladder, that is, whose rungs are not evenly spaced (Cotler et al., 2017). The 
researchers ran their simulation multiple times with random variations, and certain aspects of  the 
spacing remain constant, while others fluctuated wildly. The meaning of  this is not yet clear, but the 
theorists think the simulation may be tracking the emergence of  a geometry that contains wormholes—
hypothetical tunnels from one place to another—from one that lacks them (Saad et al., 2018). 

The SYK model is tractable not only mathematically but also experimentally. It could be implemented 
on a quantum computer (Babbush et al., 2019), in a system of  cold atoms corralled by light waves 
(Danshita et al., 2017), and in magnetic vortices in a superconductor (Pikulin & Franz, 2017), although 
all these experiments are somewhat beyond the current state of  the art. 

In the end, these mathematical associations might hint at a deep underlying commonality between 
matter and space. Or they might simply be a useful metaphor. For the time being, it doesn’t really 
matter. At the very least, gravity and matter theorists have used these mathematical associations to get 
out of  mental ruts. But potentially, holography may eventually enable physicists to investigate 
fundamental aspects of  spacetime in a controlled way using condensed-matter systems in the 
laboratory. And holographic techniques may one day reveal states of  matter that condensed-matter 
physicists have never dreamt of  (Sachdev, 2012a). 
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